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RANDOM EVENTS AND THEIR PROBABILITIES

Random eventdlany phenomena in nature, the equipment, economy and in
other areas have random character, meaning it is pretty hard to predict how thing
will occur. It turns out that the flow currenf that phenomenon can be described
guantitatively if only they were observed a sufficient number of times under
unchangeaonditions. So, for example, it is impossible to predict when throwing a
coin, "Heads" or "Tails" will drop out. However, if one tir® a coin very often,
then it is possible to notice that the relation of the number thrown with loss of
"Tail s" to total number of throws dif
as manythrowingare performed than

The concept of probability ges mathematical modeling for the description
of this type of random phenomena as objective reality. For experts who are intc
natural, technical, as well as social sciences it is important to kmewases of
this theory as many real processes are subtepd accidental impacts.

The random experiment or experience is a process outcomes are ptissible.
is impossible to predict what the result will be in advance. Experience is
characterized by the fact that it is possible to repeat it as many times assio
Of particularimportanceare the many possible mutually exclusive outcomes of
experience.

The possibility of excluding each other results of experience is called
Elementary EvenisThe set of Elementary Events is designated thrdtighor
example,casting a coin there is heads falling, it c headse i s t he
event,Tictail se is the el ementary event
a coin until heads appears for the first tirsez{H, TH,TTN,TTTH,TTTTH,...}.

Examplel. A onetime throwing of a playing dice. The possible resolts
this experiment excluding each other are in loss of one of the numbers 1, 2, 3, 4, ¢
6. The E set consists of six elementary evei@iQMQROMQMIQ, while the
elementary ever2 meansnumber 1 drops out.

Example2. Simultaneous throwing of two dice. Theset of elementary
events consists of 36 elemeishiQ M FQ , whereby the elementary evelif),
means: on the first didedrops out, and on the secgnd

Example 3. Determination of service duration of an electric lamp.
Elementary events are all positive real numbers hereEldet thus, consists of a
positive valid half shatft.

Besides el ementary event s, i tds o
more difficult nature, for example, in case of dice the event as "drops out even
number" or in case of determination of duration of service of a lamp an event like
"duration of service not less than 3000 hours".



Let s ¢ ondu candwherd esgt pfas @mardanytevent€ach
subset4 < £ s calledan Event The EventA takes place only in case when there
is happening one of elementary events from wiiconsists.

Example4. In the 1st example there ate 'QHQHQ subsets forms an
event c¢the a@avempsnwmbhe. The event c¢dr
dice takes placéhen and only themvhen there is one of the elementary events
which contains subsé\. In the 2nd examplsubse® Q HQ HQ FQ KQ of

asettcan be i nterpreted as -autpomtsismareolc t h
equal to “etadpled | wontl@ec a3n be interprete
electric |l amp serves more than 3000 I

E subset and consequently both tBeset, and an entp set are interpreted
according to the general definition as events. EAsonsists of all elementary
events, and in each experience surely there is one of the elementary everis, thus,
takes place always; such event is calkledReliable EventWe will designate a
reliable event by lettetd. The empty set doesn't contain elementary events and,
therefore, never occurs; such event is cadledmpossible eventve will designate
it as a lettei.

Emptyset The empty set i®set with iselements. We represent theff set
with the symbolA . For any sef

A+A=A AQ =A.

Let d O B O events, i.e. subsets of some fixEdset of elementary
events. Then associatianz 0 z 8 z0 is again an event as it is &subset.
Associationd z0 z 8 zo happens in only case when there is happening at least
one of event® M B MO . The evend z6 z 8z is calledthe sum(Union)
of eventslt is often designatedd 6 E 6

The unionof two setsp andl is another set that includé€¥ elements ofp
and Al elements ofl . We represent the uniooperator with this symbat or
symbol+.

For example, iH={2,6,7,11} andl ={2,3,7}, then

ACB=A+B={236,711.

In the same way the crossing. 6 . 8 0 of A events, is some event
again. Crossing = 0 . 8 0 happens only in case when there are happening
all A events at the same tim&he evento £ 0 = 8 0 is often designated
6 B B and calledntersectionof eventsThe intersection of two sets and
1 is another satt suchthat@ elements it belong top and tol . The intersection
operator is symbolized abE. For example, iHh={2,6,7,11} andl ={2,3,7}, then
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A/EB=AB={27}.

Example5. In determining the life longevitp there is an event "life
longevity is between 0 amil”, and- 0 "life expectancy lies betweem ando ",
theno z O is an event "life expectancy between 0 arid

Exampleb. In the case of simultaneousdtving of two dice® there is an
event "sum of points more or equal to 1&",- is the event "drops out identical
guantity of points”, thed = 0 is an event "two six drop out".

Example7. In case of two dicé - "the sum of the droppeout pointsless
or equal to 2",0 - the event "the sum of the droppedt points is more or is
equalto 5", the® 0O -animpossibleevert 0 .

Two eventso and0O are calledantitheticaliif they can'ttake place at the
same time.

If A - some event, then additiod 'O 0 also is anE subset i.e. some
event. 0 occurs in only case when doesn't océuiis called the evenbpposite
(additiona)) to A. EventsA and 0 are always incompatiblé:. 0 .

Example8. If at some measuremeft- an event "the measured sizex ",
then 0 is an event "the measured siz€ ".

For actions with random events (the sums, multiplication, additions) are fair
the formulas of the elementary theory of sets:

Thecommutativity
AuB=BuUAd, AnB=BNA

The associativity
(AuBYyUC=4UBUC), (ANB)NC=ANn(BNC(C)

The distributivity
(AUB)NC=(ANnC)u(BNC), (AnB)uC=(AuC)N(BUC)

De Morgan's formulas
6°6 o0, 6, 0o0,0 0° 0,

AVA=U, ANnA=V

To construct the theory of chances, it is necessarpub events in
compliance of probability which will give @uantitative assessment to a possibility
of their implementation.

If E is incalculable (as, for example, in experience "establishing length of
duty of an electric lamp"), then it is reasonable not to put probability in compliance
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for all E subsets. It is @cessary to put the limit to a certain class of events. Events
of this class are called random events. That is subject to probability theory.

If E of finite, then this class coincides with a class of all events. It turns out
that the class of randomevesta n al ways be chosen so
be any mathematical difficulties at introduction of probabilities and, secondly, all
events that interest us in practice wolde in the chosen class, i.e. served as
random events in mathematical senBserefore for the scientist and the engineer
it is important to know that all random events that interest him are also random in
sense of the mathematical theory so the stated below is applicable to them.

Axioms of probability theory. Let the experimentdrepeatedh times and

meanwhilebeing counted as many times as it happ&ngpose that it occurreu
times. The ratio

T, (4)
n

is called theelative frequencyor briefly - the frequency) of a random evekin
N experiments. Where
0<W, (4)<1

Practice shows that dsincreases, the frequency tends to a certain constant
value. At the beginning of the concept of probability, a random event was tried to
determine as the frequency limit. This led to theoretical and mathematical
difficulties that cailld not be overcome. In modern theory, does not attempt to
define the concept of probabilitit.is considered as the basic concept that satisfies
certain axioms.

Let 6 s c ons i dmopertieshf &reguemncy, Whoctv can lge regarded
as experimentakfcts:

1. For largen, the frequencyo 0 oscillates less and less around a certain
value.

2.0 Y p.

3.if AandB are incompatible

W, (AU B) =W, (A)+W,(B)

Axioms of probability theory.
1. Each random everk is associated with a numb&rd ht 06 p
that is callegorobability A.
2. The probability of aeliable evenis equal tal: 0 Y  p.
3. The axiom of additivity. 1 O 8 D pairwise incompatible random
events,ie0 . 0 wat’Q "Qthen
6



P(Uu4) =2 P(4)

l ‘ : @

For a finite number ofpairwise incompatible events o BB o the
additivity axiom gives the relation

P4 VA, U..OA4,)=P(A4)+P(4,)+...+ P(4,)

in particular
1=PU)=PUVUV)=PU)+P(V) =1+P(V),

from which followsd @ T, i.e. the probability of an impossible event is zero.
From(1) follows that

P(AU A)=P(A)+ P(A) |

sincedho are inconsistent. Taking into account thbt’ 4 =U and axiom 2, we
obtain

P(4)=1-P(4) 2)

For arbitrary (not necessarily pairwise incompatible) random events
O D MM isinequality

P(A4 VA, U...04,)< }iP(Ai)
SR ©

The actual definition of the probability of some random event is purely
theoretical and often impossible. In these cases, it is necessary to make a sufficie
number of tests and take the relative frequency of the event in question as a
approximation of mbability.

So, for example, there is no mathematical or biological theory that allows
one to calculate a priori the probabilRgA) of a random event "the birth of twins".

To determindP(A), it is necessary to use the statistics of a large number b$ birt
and to calculate how often this event occurred. Then the corresponding frequenc
can be approximately taken as the probabii).

The definition of P(A) in frequency is sometimes called thstatistical
definition" of probability. This, however, isat about the definition of probability,
but about its evaluation

The classical definition of the probability of an eventlf the experience is
that it is subdivided into only a finite number of elementary events, which are
equally likely, then it is saichat this is a classical case.

For experiments of this type, the theory of probabilities was developed by
Laplace. Examples of such experiments are throwing a coin (two equally probable
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elementary events) or throwing a dice (six being equal elementarysgvienthe
classical case, from the axioms for the probabii) of the eveni, we obtain

number of elementary events favorable for A

P(A) =
(4) the number of all possible elementary events (4)

In this case, under the elementary events favorablg, feuch events are the
implementation of which leads to the realizatiorApfn other words, these are the
events of whichA consists (understood as a subseEpflLaplace used the last
formula to determine the probability.

Example9. There are 4 blue mlles, 5 red marbles, 1 green marbles, and 2
black marbles in a bag. Suppose you select one marble at random. Find probability
Solution.Sample space: 12. There are 12 marbles total (4+5+1+2=12).

There are 2 black marbles in the bag 12 is your sampbéespa

P(black)=2/12=1/6.
There are 4 blue marbles in the bag 12 is your sample space:
P(blue)=4/12=1/3.
4 blue + 2 black = 8/Ne havel2 is your sample space
P(blue or black) = 6/12=1/2.
There is 1 green, so 121 = 11 that aren't green 12 is your samplace:
P(not green)=11/12.

| will definitely select a marble that is not purple because there are no purple
marbles in the bag. Whenever the chance of something occurring is definite, the
probability is 1.P(not purple)=1

Example 10. Toss two fair coins and record the outcome. Find the
probability of finding the exactly one head in the two tosses.

Solution.Sample space for the tossing two coiti HT, TH, TT}. Here
the lettersH and T means a head or a tail respectively. Since the sum of the four
simple events must be 1, each must have probabidfythenP(A)=1/4+1/4=1/2

Examplell. The dice was thrown ongs an event "an even number falls
out". Favorable forA are elementary event@hQhQ. There are six possible
elementary events. ConsequenB{A)=3/6=1/2.

Examplel2. Two dice at the same time. In this case, the winnings are paid if
the sum of the dropped poin&sl0. What is the probability of winning? There are
36 elementary events. Faatte for A are elementary events

€46>€64>55-€56>€65-%6  |n this caseéQ means: on the first dice falis on the

second. ThenP(A)=6/36=1/6.
In the classical case, combinatorial formulas are often used, for example, in
order to calculate the number of all possible elaiang eventsln the box there are
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N balls, exactlyM of which are white. Let balls be taken out from the box one by
one without returning(n¢f ) balls. Then the probability that among these

removedn balls there will bk white is

k ~n-k
CMCN-M
n

N

Pum (NK) = (k=041,...,n).

So, the general formula for calculation of firebability is

Crn &
C,
Examplel3. Suppose that there are 7 books. How maays 4 books can

be chosen out of 7?
Solution.

P(¢)=

Exampleld. Suppose that 2 cards are drawn out from a-sfelffled deck
of 36 cards. What is the probability that both of them are spades?
Solution. The number of ways i8=36; of drawing out 2 cards from a well

shuffled deck of36 cards ist#t . Since 13 of th&6 cards are spades, the number

of waysm of drawing 2 spades ilslfg. Thus,

P(getting 2 spadesy}= — — T1ip ¢ 0 Y

Examplel5. Supposéhat 3 people are selected at random from a group that
consists of 6 men and 4 women. What is the probability that 1 man and 2 womer
are selected?

Solution.The number of ways of selecting 3 people from a group of 10 is

Cfo. One man can be selected(ﬁi ways, and 2 women can be selectecCﬁw
ways. By the fundamental counting principle, the number of ways of selecting 1
man and 2 women iQé @f Thus the probabilitythat 1 man and 2 women are
selected is

C
|



Examplel16. Lotto Game: guesskK'numbersfrom n". For example, sport
lotto 6 out of 49. What is the probability of getting the main prize? Indicate the
numberk. There is one favorable event in which there is main prizeeofjame
The number of all elementary events is equal to the number of pcssibfdes of
k numbers fromn in order and without repeats, i.e. is equaldto. Thus, the
probability of a major winnings in a sport lotto is

1 1
CcS 13983816

Theorem (General Addition Ruldf. A andB are two events in a sample

space S, then:
P(AC B)=P(A) + P(B) - P(A/ZAB).

Examplel7. Consider a pack of 52 playing cards. A card is selected at
random. What is the probability that the card is either a diamond or a ten?

Solution.Let A be the event {a diamond is selected} dthe the event {a

ten is selected}. The probability that it is a diamon®({s) :;—2 since there are 13

diamond cards in the pack. The probability that the card is a l%(lB)'sSiz.

There are 16 cards that fall into the category of being either a diamond or a
ten: 13 of these are diamonds and there is a ten in each of the three other suit

Therefore, the probability of the card being a diamond or a teégisnot

$+542:;;. We say that these events are not mutually exclusive. We must ensure
in this case not to simply add the two original probabilities; this would count the
ten of diamonds twiceonce in each category

We used the addition law. TshiexampIeP(A)zé—g and P(B):Siz. The

intersection everd\z B consists of only one membethe ten of diamondshence

P(AZAB) = 5% Therefore

p(ACB) =S+ 40 116 43077
52 52 52 52

as we have already argued.
Examplel8. A card is dawn at random from a deck of 52 playing cards.
What is the probability that it is an ace or a face card?
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Solution.Let F={face card},A={card is ace}. Then

12 4
P(F)=—; P(A) =—.
(F) 55 (A) =5
We have
12 4 16
P(FC A=P(F)+P(A) - P(FAAA) =—+—- 0=—=0,3077
(FC A)=P(F)+P(A) - P( )5252 =z

Conditional probability. The probability of some random evem,
generally, changes if it is already known that some other random Bvkas
occurred. The probabilitA provided thatB has already occurred with probability
06 1 is denotedd 676 and is called the conditional probabiliy to
conditionB.

Example 19. If two dice were rolled at the same time. LA&tbe the
phenomena "the sum of pointd 0", B the phenomena "the even sum of points". If
it is known thaB happened, then f& there are 18 possible elementary events (for
example,Q it is possible, butQ not); of which are favorable foA are
Q FQ hQ . Consequently,

P(A/B)=4/18=2/9.

Example20. There are two boxes. In the first there are 5 white and 5 black
balls, in the second1l white and 9 black. The experience is about taking random
ball from one of the boxeset B be the event "the pulled ball is white, - the

event "the ball is takeout of thei-th box" (i=1, 2). Then
0 670 — -h 0 670 —.

Example21l. A manufacturer knows that the probability of an order being
ready on time is 0,80 and the probability of an order being ready on time and beinc
delivered on time is 0,72. What is the probability of an order being delivered on
time, given that it is readgn time?

Solution. Let R: order is ready on timeD: order is delivered on time.
P(R)=0,80;P(RD)=0,72. Therefore:

P(R,D) _0,72 _

PO =R 080

0,90.

The conditional probability satisfies the following ratio checks:
11



P(ANB)

P(A/B)= , P(B)#0,

(5)

P(B/A):P(A—ﬁB), P(A)=0.
(6)
Example22. Pick ©Card from ©Deck. Suppos®card is drawn randomly

from Odeck and found to joan ¢ ) MWhat is the conditional probability for this
card to lj Spadep 2ip = Spadeh iy =@ ¢ fip j AAB= Spadep i JWe have

P(A) =1/52 P(B)=4/52 P(A/EB)=1/52.
1 ofnd
1/52 1

If they are resolved regarding 6 6 , then a multiplication rule is

obtained:
P(AnB)=P(B)-P(A/B)=P(A)-P(B/ 4) 7)

that is, the probability of the product of two random events is equal to the product
of the probability of the event by tle®nditional probability of the other, provided
that the first event occurred.

Example23. Drawing OSpadep . jetd - and fipj - OSpade; A/AEB -

the Spade M J
P(B) =13/52 P(A/B)=1/13,

1 g,
P(A/EB) = P(A/B)P(B) = i("}—?’ :i.
13 52 52

Example24. Selecting student®. statistics course has seven male and three
female students. The professor wants to select two students at random to help h
conductOresearclproject What is the probability that the two students cha3gn
female?

Let ¢ - the first student selected is female; the second student selected is

female; AAEB - both chosen studen® cfgmale

P(A) =3/10 P(B/A) =2/9.
1 o d
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3
P(A/EB) =P(B/ A P(A) = 9016 15
Example25. A bag has 4 white cards and 5 blue cards. We drawcasds
from the bag one by one without replacement. Find the probability of getting both
cards white.
Solution.Let the total numbers of cards be 5 + 4 =9. Aet event that first

card is white an® = event that second card is white.
) 4 .
From question,P(A i Now P(B) =P(B/A), because the given events

1

4 .
are dependent on each othe¢B) ==. So, P(A4AB) = 3% 6'

Two random eventsA and B are said to beindependent if the
implementation of one does not affélae probability of implementing the other
i.e. if

0 6706 06, (8)

Then the multiplication rule has the form

P(AnB) =P(4)-P(B) (9)

i.e. the probability of the product of two independent events is equal to the product
of their probabilities. Since formula8)(and Q) are equivalent, the relatioB)(is
often used to define the concept of "independence of two random events".

Random event§ M M are calledndependent in aggregatbfor each
mand everym-combinationQHO FQ ,wherep Q@ Q E Q ¢

~ N N N ~ N ~ N ~

66 o6 8 o 66 06 8 00

Random event® hH B are said to bepairwise independentf for
arbitrary’®@Q 'Q Q6 andd are independent.

Independence in the aggregate follows pairwise independence, but not vice
versa.

The total probability. Suppose that a reliable evéhtan be represented as

a sum of pairwise incompatible events, i.e.

whered . 0 wat'Q QThenfor anyrandomeventB therelation
13



6 o0,0° o,06°" "8 0,60
According to the axiom of additivity, it follows that
P(B)=Y P(BA4)

i=1

If we apply formula ), we obtain
P(B) = iP(AI.) -P(B/ 4;)

i=l : (10)

This formula is called thiormulaof total probability

Example26. Given: three boxes of one type in which aneltte and 6 black
balls. Inthe ®box are: 1 white and 8 bl ack

and then a b a lthe event demote byhBe"whée pickec up dadl”, its

probability P(B). The chosen event "The box ¢t type" we denote by , and by
0 -"The box of 29type". Then

0 O O 0O O
Since
O O w3
Consequently,
06 006 2 O6f0 00 W OFO
But
0 0 -h 0 O -h 0 610 - -h 0 610 -8
Finally
Py L L 131
4 4 49 144

Example27. Suppose that two factories supply light butbsthe market.
FactoryX's bulbs work for over7000 hours in 99% of cases, whereas factsy
bulbs work for over7000 hours in 95% of cases. It is known that factery
supplies 60% of the total bulbs available. What is the chanc® fhathased
bulb will work for longer tharyO0O hours?

Solution.Applying the law of total probability, we have:

14
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P(A) = P(A/By) P(By ) + P(A/B,) (P(B,) =

_ 9946, 954 _594+380
100 10 10010 1000

=0,974,
where

P(By) :1% Is the probability that the purchased bulb was manufactuzed b
factory m

P(By) :% is the probability that the purchased bulb was manufactuzed b
factory;

P(A/By) :% is the probability tha®bulb manufacturedizm will work
for over7000 hours;

P(A/B,) :19—050 is the probability tha®bulb manufacturediby will work

for over7000 hours.

Thus each purchased light bulb h@87,4% chance to work for more than
7000 hours.

Example28. ¢ disease calletlu affects3% of the population. There @test
to detecflu, but it is not perfect. For people with, the test is positive 90% of the
time. For people withoutflu the test is positivel0% of the time Suppose®
randomly selected person takes the test and it is positive. What are the chances tr
Orandomly seleted person tests positive?

Solution.Let A represenOpositive test result8 not havingflu, C having
flu, then we obtaini (B)=0,97; { (C)=0,08. uvhj test specifications tell us:
P(A/B)=04 andP(A/C)=0,9.We have

P(A) = P(A/EB) + P(A/EC) =
06 t0O6T0 006 t0oF muimt mndrw it pd

Example29. In an experiment on human memory, participants have to
memorize a set of wordsB{), numbers(B,) and pictures B;). These occur in

the experiment with the probabilities
P(B) =05 P(B,)=04 P(B;)=0.

15



Then participants have recall the items (whares the recall event). The
results show that

P(A/B)=04; P(A/B,)=0,2 P(A/B;)=0L1.

ComputeP(A), the probability of recalling an item. Big theorem of total
probability:

P(A) =& P(B) (P(A/B) =
i=1

= P(B,) P(A/B)) + P(B,) ®(A/ B,) + P(B;) ®(A/B3) =
=05M,4+0,4d,2+01M1=0,29,

The termlaw of total probabilityis sometimes taken to mean the law of
alternatives, which is ©O special cas
discrete random variables.

Bayesformula. Suppose that the premises of the law of total probability are
satisfied. Then we can calculate the probability of the e@enprovided that
event B has been occurred. For this purpose, the Bayesian formula, or the
hypothesis probability formula could be used

P(4) P(B/ 4,)

P(4;/B)=—
Y. P(A4;)P(B/ A))
J=1 . (11)

Example30. The same experiment as it was described in Exa@tpléet
the white ball be removed. What is thessibility that it is removed from the 1st
type box?

P(4) P(B/ 4))

_ _27
~ P(A4)P(B/ A)+ P(4,)P(B/ 45)

31

P(A,/ B)

Bl=aw

A
4 pr—
1

+ - —
49

B~ w

Example31. While watching a game dfockeyin the stadiumyou observe
someone who is clearly supporti8gvifts in the game. What is the probability that
they were actually born withiB0 kilometersof Almaty?

Solution.Assume that:

16



- the probability that a randomly selected person in a typical local bar
environment born withi®d0 kilometersof Almaty is 1/20, and 19/20;

- the chance that a person born witBihkilometersof Almaty actually
supportdJnited is 7/10;

- the probability that a person not born withi@ kilometersof Almaty
supportsSwifts with probability 1/10 .

Define

- B - event that the person is born witltf kilometersof Almaty,

- U - event that the person suppoBwifts.

WewantP(B/U) . By BayesO0 Theor em,

P(BIU) = P(U/B)(P(B) _ P(U / B) GP(B) _
PU) P(U / B) P(B) + P(U / B) GP(B)
= =— 00,269
Tt 149 20
10 20 10 20

Example32. 15% of a company's employees anmathematicand 20% are
physics 80% of the mathematicsand 40% of the physics hold a managerial
position, while only 20% of nemathematicsand norphysics have a similar
position. What is the probability that an employee selected at random will be both
amathemati@and a manager?

mip d §
anmawaamomwQQT.[Fpumw T ey g Mo @ B @

Example33. Theentire output of®factory is producedsn three machines.
Three machines account for 20%, 30%, and 50% of the output, respectively. The
fraction of defective items produced tisis: for the first machine 5%; for the
second machine 3%; for the third machine 1%. If an item is chosen at random
from the total output and is found tg defective, what is the probability that it was
produced kzthe third machine?

Solution Let A denote the event th@randomly chosen item was made b

thei-th machine (foi=1,2,3). Letl denote the event th&randomly chosen item
is defective. Then, we are given the following information:

P(A)=02 P(A)=03 P(A)=05.

17



If the item was madetbmachineAq, then the probability that it is defective
is 0,05; that isP(B/ A;) =0,05. Overall, we have

P(B/A)=005 P(B/A)=003 P(B/A)=00L

u t@nswer the original question, we first findl ). That can | done in the
following way:

mndng mnndno nmmdmv mngd

Hence 2,4% of the total output of the factory is defectivg.avé given that
1 has occurred, and we want to calculate the conditional probabilifof &
Bayes' theorem,

P(B/ A) ®P(A) _001®50 _ 5

PIATB)= P(B) 0024 24

Given that the item is defective, the probability that it was médedthird
machine is only 5/24. Although machine 3 produces half of the total output, it
produces®much smaller fraction of the defective items.

Hence the knowledge that the item selected was defective enables us t
replacethe prior probability P(A;) =1/2 biz the smaller posterior probability
P(A;/B) =5/24.

Once again, the answer cap feached without recourse to the formula b
applying the conditions to any hypothetical number of cases. For example, in
100,000 items producedzlihe factory: 20,000 will p produced & Machine ¢;
30,000 fz Machinel ; and 50,000 la Machined. Machine¢ will produce 1000
defective items, Machink - 900 and Machin& - 500. Of the total 2400 defective
items, only 500, or 5/24 were producdeNdachined.

The Bernulli formula.

R.(m)=Clp"g™ ",

Here, Crr]n denotes the number of combinationsnaélements takem at a

time. For largen, the calculation using this formula becomes difficult.
18



We can use the Bernudi formula for independent events if probability of
events occurring are
1) Less themtimes

(<m=1,0+{,@D+...+{,(s-1).
2) More tharmtimes
tEGm=t,(m+h+g ,(M+2)+...+{,(n).

3) No more them times
t@Em=t,0+t,@Q+..+1,0s).
4) At leastmtimes
tCm=t,(M+t,(M+Y+..+t,(n).

5) At least once

Bn(m, 0)=1- £,(0).

Example34. Calculate the probability of rolling 4 on a dice exactly 5 times
in 25 trials.

Solution. V¢ have the following:

n = totaltrials = 25;

k = total successes 5;

ni k = total failures= 20;

p=1/6=0,167; g=5/6=0,833

Cos = 23 _53130
5 20

Therefore, probability will be:
P(255) = C5; (p° @*° =53130D,167 0,833° =0,17844

Thus, the probability is 0,17844. This way, we can calculate the probability
of any event provided we know the number of trials and the probability of the
event occurring in a single trial.
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Example35. A student is writing an exam of multiple choice questions. It
contains a total of 15 questigreach of which has 4 possible answers. What is the
probability thatstudentgets exactly 11 correct answer?

Solution.Given that:

n=15;

p = Probability of success = 1#0,25;

g = Probability of failure = 1 0,25 = 0,75;

k=11.

The probability of exactly 11 correct answers:

P(1511) = Cjs M,25' 0,75 =0,000308:.

Example36. What is the probability of getting heads exactly 3 times if you
flip Ofair coin 6 times?

We havek=3 number of successess6 number of trialsts=0,5 probability
of successf=1- p=1- 05=0,5 probability of failure.

Probability of getting heads:

P(X =3)=C: @5’ ®5°° =20M125M125=0,312E.

Example37. The probability of a boy's birth is 0,515. How great is the
probability that among 10 randomly chosen newborns there will be 6 boys?

The assumption of independence can be considered as fulfilled. Thie for
desired probability we have

P(A) = P(10,6) =C5,(0,515°%(0,489% © 0,2167

Example38. You are taking a 10 questismultiple choice test. If each
guestion has four choices and you guess on each question, what is the probabili
of getting exactly 7 questions correct?

Solution.

n=10;

k=7,

ni k=3;

p= 0,25- probability of guessing the correct answer on a qoesti

g = 0,75- probability of guessing the wrong answer on a question

20



P(7 correct guessesut of 10 questiony=
=C/,®,25" ®,75° = 0,0031
Example39. A student takes a multiple choigeiz with 4 possible answers
to each of the 10 questions. If he guesses randomly, find the:
(a) probability he scores 7 out of 10;
(b) probability he scores 8 or better;
(c) probability he fails (6 or less).

Solution.
(a) probability he scores 7 out b:

P(107) = C/, ®,25" ®,75° = 0,003
(b) probability he scores 8 or better:

P2 8) = P(10) + P(9) + P(8) =
=Cly @,25° ®,75° +C, 0,25’ @,75 + C5, @,25° @,75° =0,00042’

(c) probability he fails (6 or less):

P(¢ 6) =1- [P(10,7) + P(2 8)] =
=1- [C/, @,25" @75 +0,00043 =1- 0,00342= 0,9966
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RANDOM VARIABLE

The real variable, which, depending on the outcome of the experiment, i.e.
depending on the case, takes different values, is catkudam variable

Let X be a random variableA distribution function'Ow of a random
variableXis called a function

O 0 O. (12)

The value of the distribution function at a paimtis equal to the probability
that a random variable takes a value less tharn probability theory, a random
variable is completely characterized big idistribution function, i.e. can be
considered as given if its distribution function is given. Using the distribution
function, you can specify the probability that a random variable falls into a given
half-open interval

Pla< X <b)=F(b)-F(a) (13)

The distribution functionOw of an arbitrary random variables has the
following properties:

lim F(x)=1, lim F(x)=0.
x—>—0

]_) X—>+o

2) "Ow monotonically does not decrease, i.e. in cases wherew , takes
place equalityOw Ow .
3) "Ow is continuous from the left.

Discrete random variables.A random variableX is calleddiscreteif it can
take only a finite or countable set of values. Thus, it is characterized by the value:
o hoo B it can take, and the probabilitigs 0 & @ with which it takes these
values and which must satisfy the conditiBnr)  p.

A oneto one correspondence of sebsonto a set) is considered as a
function of the probabilitypf a discrete random variable. For a distribution function
of a discrete random variable we have

Ow B N (14)

The graphic representation of the series of the distribution of a discrete
random variable is called tipwlygonof the distributionThe summation is implied

over alli for whichcw G Thus,F(X) is a step function with jumps in height at
the pointsw (Fig. 1).
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ExampledO. A discrete random variabMis set next distribution

M

0

10

20

30

40

50

{

0,05

0,15

0,3

0,25

0,2

0,05

Find: a) distribution functiofr(x); b) the math expectation, dispersion.
Solution (a) for a discrete random variable distribution functir) to be
for all values of, thatwd  waccording to the formula:

fxO 0,

F)=P(X<x)=a p

fOo<xO 10,

If10<x02 0,

X <X

t heFX =P(X<0)=0;

= a P(X=x);

Xj =X

F(x) =P(X = 0) = 0,05:

t F(x) =P(X=0)+P(X=10) = 0,05 + 0,15 = 0,2;

f20<xO 30,

f30<xxO 40,

f40<xO 50,

If x< 50, then

F(X) = P(X = 0) +P(X = 10) +P(X = 20) =

=0,2+03=0,5

F(x) = P(X = 0) +P(X = 10) +P(X = 20) +P(X = 30) =

=0,5+0,25 = [¥5;

F(X) = P(X = 0) +P(X = 10) +P(X = 20) +P(X = 30) +

+ P(X = 40) =0,75 + 0,2 = 0,9t

F(X) = P(X = 0) +P(X = 10) +P(X = 20) +P(X = 30) +
+ P(X = 40) +P(X =50) = 0,95 + 0,05 = 1
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In this way,

§O, x¢O0
1005 0<x¢10
102, 10<x¢20

F(x)=105 20<x¢30
§o.75, 30< x ¢ 40
7095 40<x¢50
11, x>50

(b) we find the math expectation and the dispersidie math expectation
for discrete random variable is:

[ m A

nimp v primpuv ¢ Mo oring v T riny vttty ¢ @8
The dispersion of the random variablés obtained by the formula

D) =§ (m?)-[f (M)

We have

D(X) = 0% D,05+10% W15+ 20° M,3+ 30 (D, 25+
+40° M,2 +50° ,05=805

Exampled4l. Find the distribution of a discrete random variaklevhich has
only two possible valueso and w, and @ ®, knowing the expectation
M(X)=0,24, the probabilityy Tty of possible value .

Solution: The sum of the probabilities of all possible values of a discrete
random variable is equal to one, so the probability ¥héakes the valueo is
equal to 1- 0,6 = 0,4. Then the law of the distributionXofs:

M X, | X,
t | 06|04
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To find ® andw be two equations, using the known values and formulas
expectation and variance. To do this, write the law of distributiofr of

M X? X3
t 06 | 0,4

Thus,
0 & Tpln Tt 3d
and
O rpln it
Hence we obtain the system:
\'e'0,6.'3'1 +0,4n, =14
|
|'O,6.'312 + 0,4:22 - 14° =024

Solving this system of equations, find two solutions:
® pho ¢ and o phpo P
According to the problenoo  ®, so the problem satisfies only the first

solution® phw ¢. Seeking the law of distribution of a discrete random
variableXis:

M 1 2
i 06 | 0,4

The event inditor. If A is some random event, whebed 1. Random
value

_{1, if A occurs,

0, if A does not occur

is called the indicatoh (the random variableharacteristic). The possible values
are 0 and 1, the relevant probabilities

po=P(X=0)=1-p, py=P(X=1)=p.

Binomial distribution Let some experiment be repeataédtimes and
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individual experiments of this series do not depend on each other. Let/Avent
occur or not occur in each experiment, and the probability of the realization in a
separate experiment does not depend on the number of the experiment and is eqt

to p. Let X" _ pe the number of occurrences of evénin such a series df

experiments. Obviously, the possible valuds” of a random variable are
numbers 0,1,2,.n, Probabilities

P(nk)=P(X"™ =k)
are calculated by binomial law
Pn,k)=C,p*q"™", q=1-p (k=0l..n) (15

A random variable is callebinomially distributedwith parameter$) andp,
if possible values 0,1,2,n.jt takes probabilitie® &¢hQ with the given formulas
(15). The parametes andp completely determine the binomial distribution.
Figure 2 showsthe "polygons"” of binomial distributions fan=20 and
variousp. The corresponding £hQ are plotted along the ordinate and connected
by a broken lineSince from0 &¢hrt h0 £¢RQ can be easily calculated from the
following recurrencéormula:

P(n,k) :(n—k+1)p
P(n,k—-1) kg (16)

¥ R M B OB X
Figure 2.

Example42. The probability of a boy's birth is equal to 0,515. How great is
the probability that out of 10 randomly chosen newborns there will be 6 boys? The
assumption of independence can be considerédlfded. Thus, for the required

probability we have
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P(A) = P(10,6) = C},(0,515)°(0,485)* ~0,2167.
Example43. There areN balls in the box, wher® are white. From the box,
the ball was taken outtimes and after registering returned to the box again. What

is the probability of the event that the white ball was regist&réiches? This
probabilityd £RQ is calculated by using the binomial lahbj;

DERQ 6 — p — Q Tipt8 I (17)

The binomial law describes in the most general form the implementation of
runtime in a sample at return.

Exampled4. If the probability of obtaining a defective product is 0,01. What
is the probability that among a hundred products there will be not more than three
defective ones? According to the binomial law and the law of addition, we get that

P(A) = C[}y(0,01)"(0,99)'%" + C}y,(0,01)'(0,99)” + Cfy (0,01)(0,99)° +
+ (0,017 (0,99)°7 =0,9816.

Exampled5. Your n@nj is Asan and you are an expert penalty goal shooter.
Your skill has been improved for the pastydars, and now you are as good as
you will ever y. Your success rate has been measured at 80%, p+8 and
0g=0,2. Ytu taken = 6 shotsts goal, so thepossible values oK (the number of
successes) are 0,1,2,3,4,5,6. Here is the probability for eachofafue

P(X =0) =CJ @,8° ®,2° =1A{,000064= 0,00006
P(X =1) =C; @8 ®,2° =6M,8®M,00032=0,00153¢;
P(X =2) =CZ 0,8* ®,2* =15®,64®,0016=0,0153¢;
P(X =3) =CJ @8 ®,2° = 20®,512,008= 0,0819;
P(X =4) =C? ®,8* M,2% =15M,4096D,04 = 0,2457¢;

P(X =5)=C; @,8° @,2' =6®,32678D,2 =0,39321¢
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P(X =6)=CS @,8° @,2° =6®,262144)=0,26214«

Putting them all together gives the probability distributiorwfor

X 0 1 2 3 4 5 6
t (m=r) | 0,000064| 0,001536| 0,01536| 0,08192| 0,24576/| 0,393216| 0,262144

We fran use the probability distribution to find the probability thas in ©
given range kadding the individual probabilities.

P(¢ X ¢6)=P(5) +P(6) =
=0,393216+0,262144= 0,6553¢
or ©65,5% chance.

Probability of at least 5
successes

PO¢C X ¢2)=PO)+PQ+P(2=
=0,000064+0,001536+0,01536=0,0169¢
or®© ,7%chance

Probability of at most 2
successes

. PB¢ X¢o)=1- (PO)+PQ+P(2) =
=1- 0,01696=0,98304
l.e. I:-Probability of at most 2 successes.

Probability of at least
successes

Since "at most 2
successes" and¥'least 3
successes" are
complementargvents

=1-0,01696=0,98304.

We used the previous answer, and that @easier than adding

tm 3, P(X=4), t(m=5) and { (m=6).

Here is the probability distribution again:

X

0

1

2

3

4

5

6

t (v=")

0,000064

0,001536

0,01536

0,08192

0,24576

0,393216

0,262144

Hypergeometric distributionln the boxthere areN balls, whereM are

whi t e.
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which is the same thing). Then the probability that among thdsals removed
there will bek white ones is

k ~n—k
PN,M(n,k)zw (k=0,1,..,n).

N (18)

A random variable is calledypergeometric distributignif possible values
0,1,...n it takes with probabilities) ; £¢hQ defined by the formulal@). The
numberaN, M, narethedistributionparameters.

The hypergeometric distribution describes the implementation of the
characteristic in the sample without a returrNIis very large in comparison with
n, then it does not matter whether the balls return back or not, and fod8utzat
be approximatelyeplaced by formulal(7) of the binomial distribution.

Poisson distributionA random variable is said to be Poisson distributed if it
takes a countable set of possible values 0, 1, 2, ... with probabilities

&k
P(k) = Fe'l (k=0.1,..).

(19)

The value_is theparameter of distribution

The Poisson distribution can be used as a good approximation of the
binomial distribution ifn is large ando is small. Then, in quality. need to take
€ fthatis_ € 1N

Example46. The car traveled 100 000 km. Lebe the number of punctures
of the tire at this distance. Th&hcan be regarded as a random variable distributed
according to Poisson's law (with a suitable that is, the probability of three
punctures of the bus is

Example47. Let'sconsideiExampled44. We haven=100,p=0,01. Thus

A=np=100-0,01=1

0 1 2 3
P(A):l—e_1 +1—e_] +1—e_1 +1—e_1 :l(1+l+l+1] =0,9810,
0! I! 2! 3! e 2 6
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which gives a good match with the exact value, but it is calculated much faster.
The Poisson distribution is tabulated for varioygpplication 1).

Example48. Let the probability of obtaining a defective product is 0,01.
What is the probability that among a hundred products there will be no more thar
three defective ones?

We haven=100,p=0,01.Thus / =np=100M,01=1

0 1 2 3
P(A) :1—e'1+1—e'1+1—e'1+1—e'1:
o il 2 3

:1%4.1...& +E8: 0,981Q
ec 2 6+

which gives a good match with the exact value, but it is calculated much faster.
Example49. [ n Oparticular river, overflow floods occur once every 100
yearst:n average. Calculate the probabilityks£0,1,2,3,4,5 or 6 overflow floods
in ©100-year interval, assuming the Poisson model is appropriate.
As the average event rate is one overflow flood per 100 yéar§;

K-/ k .-/
: / 1
P(k overflow floodsin 100 yearg = Z = E ;
k-1 e—l
P(k =0 overflowfloodsin 100 yearg ==—— = ER =0,368;
k 4-1 e—l
P(k =1 overflowfloodsin 100 yearg =—— = ER =0,368,
2-1 e—l
P(k =2 overflow floodsin 100 yearg =—— = o =0,184

uvhe table below gives the probability for 0 to 6 overflow flood$ih00
year period.

k 0 1 2 3 4 5 6
P(k) | 0,368 |0,368| 0,184 | 0,061 | 0,015 0,003 | 0,0005
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Continuous random variables A random variable is calledontinuousif
its distribution function the integral distribution functioncan be represented in
the form

F(x)= [ f(t)dt

: (20
The function'Qw is calledthe distribution densitylf
lim F(x)=1
X— 40 ’
then the condition must belfilled

+00

| f(x)dx =1

—o : (21)

With a given probability density, due to the fact that
Pla< X <b)=F(b)-F(a)

and (20), the probability that a random variable falls within a given interval is
equal to (Fig3)

b
P(a< X <b)y=F(b)—F(a)=| f(x)dx

Figure 3.

The probability P(X=a), i.e. the probability that a continuous random
variable is equal to a given real number, is always equal to 0. Note that it does nc
follow from the equalityP(A)=0 thatA is an impossible event, althou§{V)=0.
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Uniform distribution A random variable is calledniformly distributedon
[a,b] if its probability density on th¢a,b] is constant, and outsida,b] is equal
to 0 (Fig. 4).

V4
1 -
bh—a | i_ .
"
Figure 4.
Since
[ f(x)dx =1
then |
)=
b—a
Uniform distribution on &,h]:
_b+a
M (X —d =
(X) = r“?< T >
bO o ~
A aa boo _(b- &°
D(X) = ——dx=
() gge( 99 b a 12

Normal distribution (Gau35|an distributionA random variable is called
normal distributionif it has following probability density

e bt

wherea and,, arethe parameters of distribution
Function 23) is a belishaped curve. The paramegeis the maximum point

through which the symmetry axis passes, the parameatethe distance from this
axis to the inflection point.

, (23
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If ,, is small, the curve is high and pointed;, Ifis large, it is wide and 4.
Figure 5 shows the normal distribution for Ttand different, .

Figure 5.

If the random variablX has a normal distribution with parametarand,, ,
then we say thaX distributed normally according to law ¢fch, , write asi™
0 ofth, . Function

1

p(x) = m

is called the density of a normalizednd centered normal distributionThe
probability density @ and the corresponding distribution

e_xz, (a=0, o =1)

e . 0Q0

tabulated (Application 2). The functiom(=) is often calledthe Gaussian error
integral

w —. Q TQp
I/I >v
L ® O -
The special significance of the normal distribution in theory and practice is

based to a large extent on the centnait theorem.
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Example50. Find the probability of getting a given interval (12,14) normally
distributed random variable, if you know the expectatiora ef 10 and standard
deviations = 2.

Solution we use the formula for the solution:

Pla<X<b)= AM AS‘S’—OS
g S - g S -

Substituting a =12, b =14, ©0=10, s =2 obtain
i (12<w<14) =A (2) - A (D).
From theApplication 2 find the values of the functions
A(2) = 0,4772 and A(
then the desired probabilig§(12<w<14) = 0,1359.

Exponential distribution. A random variable is called exponentially
distributed if it has the following probability density

ey =92 W 0w Th
T Wow T
where_ the distribution parameter.

Example51. The service life of the light bulb can be viewed with good
approximation as an exponentially distributed value. Fig. 6 shows the probability

density of the exponential distribution with=1.

Figure 6.
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MOMENTS OF DISTRIBUTION

Discrete timecase.Let X be a discrete random variable with possible values
ofwhoB andqi UV ®
The number

Vi= Zxépk
i

in the case of absolute convergence of the series is taledh initial momenof
the random variablX (or its distribution) (=1,2,...).
The number

Hi = Z(xk _Vl)ipk
k

is called the-th central momenuf X.

Of particular importance are the first initial momeant and the second
central moment

Mathematical expectatio he first initial moment

v =Zxkpk
1

is calledthe mathematical expectatiah X and is denoted byl(X).

The expectation determines the position of the distribution center in the
following sense: if we assumg asthe masses placed at the poittsof the real
axis, therM(X) is thecoordinate of the center of gravity of this system.

Propertiesof mathematical expectation.

1) The mathematical expectation of the cons@uifivhich can be regarded
as a discrete random variable with one possible valuerhich it takes with
probability 1)is equal to this constant:

[ (#)=", C-const.

2) The mathematical expectation of a sum is equal to the sum of
mathematical expectations:

M(X,+X,)=M(X))+M(X,) (24)
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3) The mathematical expectation of a product of constant value by a randorr
variable is equal tthe product of the constant by the mathematical expectation of
a random variable:

4) The mathematical expectation of the product of two independent random
variables is equal to the product of their mathematical expectations

M(X,- X)) = M(X))-M(X,)

(25)
A binomial distribution with parameters p
o~k k n—k
M(X)= 2 kC,p q" " =np
k=0 . (26)
Hypergeometric distribution with paramet&sM, n
N ~n—k
! M
M(X)= ZkCMCnN—M =n
k=0 Cwn N (27)
Poisson distribution with parameter
o0 ﬂ,é-
k=0 k! (28)

Thus, the parameterhere has a meaning of mathematical expectation.
Dispersion The second central moment is called thispersionof the
random variabl& and is denoted bp(X), that is,

D(X) =[x, — M(X)] py = M(X — M (X))’
k (29)

To calculate the dispersion, the following formula is often useful:
D(X)=M(X*)~[M(X) (30)
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The square root of the dispersion is callb@ spread or the standard
deviation, othe mean square deviatioand is denoted hy :

oy =+ D(X) (31)

The value, (or D(X)) is the measure of spreadt distribution with respect
to themathematical expectation.

Dispersion properties

1) The dispersion of a constant is zétb:0 T8

2) The dispersion of a product of a constant value by a random variable is
equal to the product of the square of a constant value by the dispersion of th
random variable:

D(CX)=C*D(X)

3) The dispersion of the sum of the const@mnd the random variable is
equal to the dispersion of the random variable:

D(C+X)=D(X)

4) The dispersion of the sum of two independent random dispersions is equa
to the sum of thelispersions of these quantities:

D(X +Y)=D(X)+D(Y)

Binomial distribution

D(X)= > (k—np)>Ckp*q"* =npq
k=0n (32)

. € N8 (33)
Hypergeometridistribution:

D(X) = N_”nﬂ@—%]

N-1"NU N (34)

Poissordistribution:

D(X)=A, oy=+A (35)
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Continuous caselet X be a continuous random variable with probability
density'Qw . Then

= [x'f(x)dx
—o (36)

is called, in the case of absolute convergence of the intéggalth initial moment
of the random variablX (i=1, 2, ...).

pi= [(x=v) f(x)dx

is calledthe kth central momenof the random variablX.
The mathematical expectatidfirst initial moment

400

v, = Ixf (x)dx

is calledthe mathematical expectatiah the random variablX.

The mathematical expectation & gives central position of gravity of the
mass distributionwhich is defined by the "mass distribution density".

The mathematical expectation in the continuous case has the same propertie
1)-4), which were noted for the discrete case.

Uniform distribution on §,b]:

1 b+ a

b
M(X) =[x _adx:

a

Normaldistributionon 0 ¢fh, d,

252
M(X)_ J‘x —(x—a) /20 dx=a
N2 o

Consequently, the paramete&r has the meaning of a mathematical
expectation.
Exponential distribution:
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M(X)= Jxle_ﬂ“xdx =l
) A

Dispersion.The second central moment

py =D(X) = [(x=M(X))" f(x)dx
- (38)

is called the dispersion of the random variakldhe value 'O A , IS called
the spreador thestandard deviationor themean square deviatioof the random
variableX. The following formula

D(X)=M(X ~M(X)}* = M(X*)~[M(X)} (39)

The dispersion in the continuous case has the same properigswiich

were noted for the discrete case.
Uniform distribution on §,h:

b 2 N2
D(X):J-(x_[a;bn biadx:(blza)

Normaldistributionon 0 ¢fch,

+o0
] N2 2
D(X) = j(x—a)z—e (x=a)" 1207 gy = 52
o V2n o
Thus, the normal distribution is completely determined by specifying the
mathematical expectation and the standard deviation.
Example33. Exponentiatlistribution:

|
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RANDOM VECTORS
(MULTIDIMENSIONAL RANDOM VALUES)

A combination & o M of random variables is calledh-

dimensional random vectoBuch a random vector can be characterized hy-its
dimensional distribution function

F(x],xz,...,xn) = P(Xl < xl,Xz <x2,...,Xn < xn) . (40)

A function "O@ hwo B fy s often also called a vector distribution
& hd B A or a joint distribution of variable® hd M8 b . If we consider
the variables® ) BB hd  as the coordinates of a point mdimensional
Euclidean space, then the position of the pot]thrI) M8 hd depends on the

case, and the value of the functid®@o o B Fo  is the possibility that the
point is in a haHopen parallelepiped

Xl <xl,X2 <x2,...,Xn <xn

with edges parallel to the axes. Tipeobability that point turns outin a

<X,<b (i=12

parallelepiped® 1) is determinedy formula

P(a1£X1<b1, a <Xn<bn):

ol =

n

= F(b,by,...0,)) =D p; + szj — .+ (=D)"F(aqy,...,a,).

i=1 I<i<j<n (41)
Here
pinfz """ ik =F(C1,...,Cn) (lgll <12 <"'<ik Sn)
c. =d; .....C: = d: v 5
where 4 W2t “ and all the resty .

For a twadimensional random vector in particular we get

= F(b,by) — F(b,ay) — F(a;,b,) + F(a,a,).
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Properties of the falimensional distribution function.

1)
lim F(x,...,x,)=1 lim F(x,...,x,)=0.
j=l..n j=l..n

2)"0Ow oo 8 hoo monotonically does not decrease in each variable.

3)"Ow hoo B8 hoo  continuous on the left to each variable.
4) Forarbitrary

a;,b,, a.<b, (i=1,.,n)

12710
]

theright-handsideof (41) is nonnegative.
Discrete random vectorsA random vector @ o B hd  is called

discreteif all its components are discrete random variable& If Q phcB
are the possible values of theh component, then the probability function
N r gr the vector @ hw B hd is defined as follows:

1 2
pi.. =P(X, = xl.(1 )X, = xl.(2 )X, = xl.(:))
The distribution functioras a fair ratio

F(x,X,0%,) = 2 Pi..i,-

k:l,2,...,n . (42)

Summation is made for afl2, for which® w , etc.

Polynomial distributionLet in some experiment there always be one of the
pairs of incompatible event® M B .Let0 VO .AsO ° 0 °
8°0 Yandd , 0 ®in"Q Qthen

k
sz‘ =1.
i=1

Let the experiment be performédimes, and the some of that experiments
remain independent. Let us dendtethe number of realizatiorts 'Q pktfB hQ
in N experiments. Then each of the random variatidesan only take a finite set

41



riplg 8 FE of values. Thus, the vectoé hid B Iy is a discrete randorector.
For its probability function we have

n! i i
Piy iy :P(Xl =% » X2 :x2’“'ﬂXn :xk) - il 1p11"-pkk

ARS# 8y

whereQ Q E 1Q ¢.

A random vector with probability function4d) is called polynomially
distributed.

Continuous random vectors.A random vector is calledontinuousif its
distribution function can be represented in the form

"0 hi B o 8 Qo M8

"Qo oo B hoy s calledthe density of the distributiof a vector & o B8 hd

or also by the joint density of quantities hid 8 Xy . The probability that a
random vector & Fd I8 hd  is in the domairG of ann-dimensional space, can
be written as follows

P((X,,...,X,) € G) :j.éjf(xl,...,xn)dxl...dxn

(44)
Therefore, th@lensitymustsatisfy

8 QoM M8W p. (45)

Uniform distribution Vector ¢ hd 8 iy is called distributed uniformly
in the domairG, if it has a density that is constantGrand equal to O outside Gf.

This constant must be equaHe—, wherew "O is the volume of the domaia.

Normal distribution. A vector® hd i Ry is callednormally distributed
if it has a density of the form

f(xly-.-g xn) = Ce_Q(xl """ x"). (46)

Here Q is somegsitive definite quadratic formt = %i>->Xn = %n> @i ~the
constants, the constafit can be calculated from the condition (45). In the case
n=2, the density of the normal distribution can be provided to the following form

(Fig. 8).
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Boundary distributions. Let Ooq,F(QFB I:(Q be the distribution function
of a random vector®d hod M8 fd . Then

P(X; <x;,...X; <x )=F(c....c,) (1<i<..<ip<n)
where® whd MR @, and all the others His called
the kdimensional boundary distributioi© %ﬁQFB FDQ . It is a function of
the distribution of &-dimensional random vectoc’b'ghl‘)'@fﬁ Mg . In particular,
when'Q p the distributions of individual components are obtained:

F(400,+00,...,X;,400,...,40) = P(X; < x;) = F}(x,-)_

In the discrete case, the probability function of kkdimensional boudary
distribution is obtained by summing over indices which numbers are different from

"OHOMB HQ In the continuous case, the density of the boundary distribution is
obtained by integrating over variables which numbers are different from

The total number dk-dimensional boundary distributions0s .
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Example52. Suppose we are given a tdomensional discrete random
variable @ h  with a probability function

Pie = P(X, :xi(l)’XZ :ngz)).

Then the probability functions of the individuabmponents are obtained as
boundary distributions

P(X;=x" =Y pu, P(X,=x)=> py.
k 7

Example53. Suppose we are given a thidimensional random continuous
quantity with density "Qaphy iy . Then, for example, the vector density

& hd  is obtained as a twdimensional boundary distribution:

gy w iy X

The vector density 3th components is obtained as boundary distributions:

T
Q0 . . QUMY ) Xy

Moments of a multidimensional randomvariable. Of particular interest
are the first and second moments. If a random vedinl B8 o s discrete,
then the numbers

Vj = _ Z xi(j'.j)pil...in (J :1,...,11)
i seunry (48)

are calledthe first initial moments & hd 8 D . In the continuous case, the
first initial moments are given by

+o0 400

vi= [ [x, f(xx,)dx . dx,  (j=1,...,n)
S e : (49

whereU - are the mathematical expectations of the individual components
L 0 ©.
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The second initial moments and the second central momehts are
determined asollows:

Discrete case
Y (k
Vik = 2 xl.(_f)xi(k )pi,...zn

J

If yeeesd,, ’ (50)

' k
pe= 2 7 =vpa? =vop;

sk _ (51)
Continuous case
+o0 400
V_jk = j.... jxjxkf(xl,...,xn)dxl...dx”
% 0 ’ (52)
+o0  4e0
H_jk = J- I(x] _v.]')('xk _Vk).f(xln"-axn)d‘xl'”dxn
e e : (53

It is said that the corresponding moments exist if the gglas of 48)-(53)
converge absolutely. We have

vy =M(X ;X))

The values are equal to the variances of the individual components:

The quantity W& WD is called the covariance(correlation
moment) of random variable® i) and is denotedd ¢ Y . The matrix

‘no. .. Iscalledthe covariance matrixcorrelation). Parameter
QQF By
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