
1 

 



2 

 

 



3 

 

CONTENT 

 

 

 

 

 

 

 

 

 
 

INTRODUCTION  5 

1. RELEVANCE OF BIG DATA TECHNOLOGY IN THE WORLD 7 

1.1 Definition of the term Big Data   7 

1.2 Data types in the Big Data domain 9 

1.3 Analytics of Big Data processing applications in all directions 11 

1.4 Processes used in Big Data 12 

1.5 Working with non-relational NoSQL databases in the context of 

Big Data 

 

13 

2. RESEARCH OF INTERACTION PROCESSES WITHIN THE 

HADOOP ECOSYSTEM 

 

14 

2.1 Key features of Hadoop technology 14 

2.2 Application of Hadoop in various fields 16 

2.3 Using Big Data to process Web server logs 17 

3. SCANNING THE STAND FOR WORKING WITH BIG DATA 18 

3.1 Virtualization infrastructure for Big Data 18 

3.2 Proposed physical architecture for working with  Big Data 24 

3.3 Installing the Proxmox hypervisor on the server 28 

3.4 Installing the operating system for the infrastructure 38 

4. INSTALLING HORTONWORKS DATA PLATFORM AND 

PROCESSING WEB SERVER LOGS 

 

44 

4.1 Description of the operation of the log file processing system 44 

4.2 Working with reverse proxy server logs and web servers 46 

4.3 Installing and configuring the Hortonworks Data Platform for Web 

Server log processing 

 

48 

4.4 Shell deployment for interactive work in Apache Zeppelin 58 

4.5 Analysis of Nginx Web server logs 62 

5 DATA ADMINISTRATION AND PROCESSING IN A 

HADOOP ENVIRONMENT 

 

73 

5.1 Big Data analysis, processing and visualization 73 

5.2 Data analysis using Apache Spark 86 

5.3 Loading and processing data using the MapReduce model 91 

 CONCLUSION 99 

 LIST OF REFERENCES  101 

 APPENDIX A  



4 

 

DEFINITIONS AND ABBREVIATIONS USED 
 

BD Big Data 

SP Software Program 

RD Relational databases 

FS 

DFS 

File System 

Distributed File System  

OS 

VM 

Operating system 

Virtual machine  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  



5 

 

INTRODUCTION 

 

 At the moment, technology is developing  more and more every day, but 

with the advent of new technologies, peoples are also getting a huge amount of 

information that needs to be stored and processed in order to get up-to-date data in 

advertising, education, medicine. With each passing year, there are fewer and 

fewer areas where technology is not available. The incoming information needs to 

be structured, stored and processed in order to be able to further analyze the data 

and, on the basis of this analysis, make sound and accurate forecasts for future 

efficiencies. Big Data (BD) technology has become such a system to handle huge 

amounts of data.  The BD provides technologies and techniques that enable the 

processing, collection and analysis of vast amounts of information.  They are also 

large volumes that increase exponentially. The structure of sufficiently large 

standard tools does not allow the processing of such data. The BD allows the 

processing and collection of large amounts of data through the use of software that 

has been developed to operate and store complex sets of different data. A list of the 

variety of data that are used to work with the database: 

1) Structured data are data that are located in many traditional databases. 

Structured data has a clear structure, is easy to store, does not require additional 

processing. Such data are easily stored using relational databases (RDB) and they 

use special formats such as excel, json, xml, CSV; 

2)  Unstructured data are data that do not have a clear format and may not be 

easy to store in RD. Unstructured data are found on a variety of resources, texts 

from different sources, information from different social networks, video and audio 

sources refer to unstructured data. Such data should be pre-processed and provided 

in a format suitable for further analysis; 

3) Semi-structured data - Such data represent a symbiosis between structured 

data and unstructured data, and some data types contain properties that define them 

as semi-structured data. For example, mail messages and their content can be 

defined as unstructured, but at the same time postal messages contain data such as 

name, e-mail address, date of dispatch and receipt of electronic messages, these 

data can be defined as structured. Therefore, these data refer to both types of data 

and belong to the semi-structured data.  

 Web server logs are unstructured data, pre-processing of log data is required 

for correct work. This requires a system that effectively collects large amounts of 

data and processes them for further analysis. The purpose of this study is to 

investigate existing BD products, select the optimal software for processing web 

server logs, measurement data processing speed in a distributed file processing 

system, and obtain data visualization, in order to get a prognosis about the 

possibility of improving the existing infrastructure or fixing the security problems 

of web resources and web servers. The objectives of the study were as follows: 

- search for BD Information 

- search for existing solutions for BD as well as software for distributed data 

processing; 
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- installation of data processing infrastructure in a virtual environment; 

- development of a program for processing web server log data in the 

distributed data processing system. 

The novelty of the study is the development of a system for processing and 

storing large amounts of web server access logs for analysis and web resources 

statistics, and forecasting on the basis of data analysis of the need to improve the 

existing infrastructure or improve the security of existing web servers.  A study 

was also conducted at the speed of data processing in relation to the volume of 

information received in the distributed processing system. 

The theoretical importance of the study lies in the possibility of analyzing a 

large amount of information and storing data in a distributed file system, the 

possibility of processing information at a high speed due to the use of distributed 

information processing tools. On the basis of this study it is possible to process 

data from access logs of many popular web servers in order to obtain statistics on 

site performance and web portals. 

The practical significance of the study is that it is possible to predict, on the 

basis of the processed data of web server logs, problems in the operation of the 

existing infrastructure. As well as get a full picture of the work of the 

organization’s web servers and the possibility to get a visual result for the analysts 

of the work of the sites and portals of the university or other organizations that 

need an analyst of the work of their web decisions. 
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1. 1. RELEVANCE OF BIG DATA TECHNOLOGY IN THE WORLD 

 1.1 Definition of the term Big Data 

 

The term BD has spread throughout society and is used in a large number of 

areas. Data is constantly being created and increasing with increasing speed. One 

of the difficulties in dealing with BD is the analysis of a large amount of 

information, which is due to the fact that the following factors have to be taken 

into account in BD analysis: speed of data processing, volume and diversity. Data 

must be collected, and many companies now use different tools to store their data. 

The BD provides new opportunities for organizations to extract the necessary 

information and create a competitive advantage from their most valuable 

information asset [1]. Large companies quickly realized that BD technology with 

the right amount of data allows to predict, using analytical tools, that it is profitable 

to put everything into mass production. To make sales forecasts and to create 

different marketing strategies based on the predicted results. For data storage, it 

was necessary to develop tools capable of storing large amounts of data and to 

scale up the repository quickly. In such cases, Hadoop tools with HDFS file system 

are commonly used.  HDFS allows storing large amounts of data and easily scaling 

file space by quickly adding new servers to the cluster. The main solutions so far 

are cloud storage, which, in addition to storing data, also cleans data to better 

obtain further results [2].  

Data are diverse, including text, unstructured data, email data, video sources, 

structured databases, and various data from it devices. For example, based on 

users' e-mails, the amount of different data, the text of the letter is structured 

differently, and the data of the e-mail may include the time of dispatch and receipt, 

as well as the addresses of the recipients and of those users, which are also 

contained in the copy. Another good example is the various videos. The video can 

be recorded on various fragments and make it possible to get the date of the 

network from many videos where can get a certain fragment. For example, collect 

the date set from the video fragments of people walking down the street. These 

examples illustrate the variety of information that needs to be collected and 

processed. For example, there is a large company that produces content every 

second. One example is Instagram, which generates a huge amount of content per 

second, which needs to be processed and systematized and done as quickly as 

possible.  This requires traffic management systems as well as the ability to 

maximize the return on investment in such technologies. The main distinguishing 

features of the speed in the BD are the continuity and huge data flow. During the 

digital age, data are collected at an incredible rate of 2.5 quintillion (2.5 × 1018) of 

data bytes generated every day. There are now many companies that sell and 

collect their data. There is now a market that provides equipment, software and 

various BD processing services, and this market continues to grow daily [3].  

Databases are important in a variety of organizations, and the use of such a 

tool in various large companies proves this, such as Facebook, Google, WalMart 

Twitter. The listed companies use the database to predict various models on the 
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purchasing market, to determine the success of a particular sales model. The 

application of visualization also provides a broad overview of the results of the BD 

analysis. The use of analytical tools in the BD management technology allows for 

a large amount of investment [4]. For example, consider the experience of 

Walmart, which processes over a million customer transactions every hour and 

imports them into databases. It is estimated that these databases contain more than 

2.5 petabytes of data. The company can combine data from a variety of sources 

such as: past purchases of the customers, the location of their mobile phones, 

internal Walmart stock control records, social media and information from external 

sources, such as weather, and initiate individual advertising actions. For example, 

if a customer was shopping for a barbecue at Walmart, and the customer happened 

to be within a 3-mile radius of Walmart, which has a barbecue cleaner in its 

warehouse, and the weather is sunny, the customer can immediately receive a 

voucher with money from a barbecue cleaner, delivered customer smartphone [5, 

6]. 

In a rapidly developing world where economic sector volatility is high 

enough, various companies as well as government departments have begun to 

reflect on how the situation might be affected. One such solution is to work with 

BD, which requires a sufficient amount of data on the basis of which it is possible 

in the future to make any predictions, determine the attractiveness of particular 

resources, and to project best practices and strategies [7]. 

The problem of scalability of large amounts of data is relevant in all fields, 

from medicine to the humanities. In medicine, BD also takes the form of medical 

photos, cardiograms, and various images that occupy petabytes of memory in the 

system. In the humanities, it can take the form of books, various electronic journals 

and other heterogeneous information [8].  

There are a number of studies that allow the use of BD for medical results, 

as well as different systems in smart houses and cities. If look at certain areas 

where BD is used in some way, that is, a whole layer of different areas. 

When considering the BD in the sports sector, there is a widespread practice 

of searching for talented athletes based on the analysis of statistics and records of 

certain athletes, which allows to determine the fitness of an athlete of the 

organization. Then there is a legitimate question as to how a BD is collected in a 

sport industry, for example, the presence of a special tracker on an athlete to 

provide data on the athlete’s condition, speed and various other parameters. This is 

a fairly large amount of data and needs to be collected and stored, and working 

with BD provides such opportunities. Using BD technology to calculate the results 

of certain sports and to predict the future success or loss of a team. The collection 

of information about players, athletes and the team in general makes it possible to 

avoid over-training of athletes, the ability to collect data on heart reductions makes 

it possible to prevent various injuries and chronic diseases. Similar technologies 

exist in many sports disciplines such as football, big tennis, and cycling [9, 10].  

Also, the development of DB in sports allows ordinary people, not athletes, 

to use the DB for benefit, and now the market is filling up more and more smart 
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devices that allow to measure blood pressure, monitor the body’s calorie levels, 

monitor  calorie intake, as well as sleep control. Another equally important factor 

in the use of BD is that all devices can synchronize and transmit information to a 

single BD processing center, where the user will be provided, in a convenient 

form, with all the necessary results about his well-being and physical condition. 

Imagine that fitness bracelet synchronizes with the tracker on bicycle and provides 

information about the distance and the amount of calories burned. Smart scales 

synchronize with mobile phone and show predicted data. Thanks to these 

technologies can see how can lose weight if continue to ride the bike at the same 

speed and at the same distance, all of this is possible thanks to the database.   

Smart houses also generate a lot of data. Heating systems, various automatic 

air ventilation systems, power control. For example, a special heating system heats 

only the areas where the person is located or the most necessary areas in the house. 

It is also possible to adjust the thermostat automatically so that when a person 

arrives home, the system is already heating the whole house. Of course, this smart 

house technology also generates huge amounts of data, and for such systems also 

need to process and store huge amounts of data, Hadoop allows to create such an 

infrastructure to collect this information and further its processing [11, 12]  

 

1.2 Big Data data types 

 Most BD are unstructured data, including images, text documents and web 

logs, and are stored in unprocessed form and retrieved detailed information where 

necessary [13]. There is a large amount of information in the BD that needs to be 

processed. These data include: unstructured data; audio data; video data; structured 

data; various log file data; stream data [14]. 

Audio and video data are complex enough to process and find certain results, 

for example, to get a certain object on an image or video. This requires a record of 

very good quality and the system must be able not only to place the data on the 

server, but also to pre-process the data. Finding any text in a video stream, or on a 

certain image. This requires that the image itself be pre-divided into multiple 

blocks and that this information be further transferred to the neural network to 

receive text from the image [15].  

In today’s world, a very popular industry is the game development industry. 

The amount of data that network games generate is very large, it is increasing 

every year as users consume the content they receive very quickly, such as popular 

MMOGs (Massively multiplayer online game is a multiplayer online game). These 

players create a very large amount of content that needs to be stored and processed. 

Conventional RD cannot meet the storage requirements for this amount of 

information, and various non-RD and BD technology are very good at storing this 

type of data [16].  

Structured data refer to the presence of data of a certain structure, usually a 

fixed value, and such data can be easily stored in a convenient form, for example in 

excel, json, xml, csv. It is also easy to store such data using, for example, RD, but 

there are various data that are difficult to store, let alone process in a relational data 
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model. Such data types include hybrid data, such as that generated by man and 

machine, and include: 

- log data, which is generated in the process of collecting log files on the 

state of servers, networks, web pages, as well as access to web servers;  

- financial data is also one of the biggest sectors in the generation of 

structured data, such as trading data on a stock exchange, data change at a high rate 

and are generated in seconds in the financial sector; 

- data that are generated by different sensors to collect information, such as 

Geo-positioning tracking systems or identification tag readers. Such data are 

available almost continuously and in very large quantities.  

Such data creates a huge stream that is difficult to process with conventional 

databases and uses BD tools to process them. 

Unstructured data are data that do not fit a particular format and may have a 

completely different format and not be easy to store. Unstructured data are found 

almost everywhere, with 20 per cent of structured data accounting for 80 per cent 

of unstructured data. Unstructured data are generated by both users and equipment. 

Various photos and videos refer to unstructured data, various smart city 

management systems, traffic management systems, and video surveillance systems. 

Data from various seismic equipment, imagery from space stations such as Yandex 

maps or google maps generate a huge amount of unstructured data. Various printed 

publications such as magazines, newspapers, various articles on electronic media, a 

very large amount of information is contained in different texts, it is one of the 

most convenient communication systems and it is not clearly structured, because 

storage or processing requires the use of recognition and classification solutions. 

Also, unstructured data include data from various social resources and electronic 

platforms. Such platforms include Instagram, YouTube, Facebook, Twitter, etc. 

Unstructured data is the largest part of the data, and the amount of this type 

of data will only increase each year, develop and fill different applications and 

systems. In recognition of, for example, textual information, this is an unqualified 

advantage as the market for faster search applications with BD tools can be 

developed. Already now, various systems have been set up on the basis of the 

received data and their processing for consulting clients by a clever assistant. A 

clever system based on multiple text messages learns how to answer client 

questions, and this information is used in analyzing data when staff is interviewing 

clients' call centers, when analyzing written comments. 

As the culture of content consumption has changed, users are consuming 

more and more information, allowing companies that work with BD to increase 

their development of BD as well as to develop systems capable of handling 

unstructured data. A very large amount of unstructured data refers to different 

streaming platforms, streaming Internet radio, or different content generation 

systems on social platforms such as Twitter, Yandex, Facebook, etc. 

Log file data (journals) are usually stored in different formats and cause 

significant problems. Also, because most of the time a system is running, log data 

are becoming the biggest source of data on the server. Such data should be 
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transmitted and stored efficiently, but here comes the new problem of not being 

able to efficiently process such a volume of information. It is clear from the above 

that if a company receives an incident that disrupts the system or a break-in 

incident, it is first necessary to obtain data from the logs. All valuable information 

on the incident is stored there, and companies generally do not care to keep the 

logs properly. Especially to use the system to visualize or effectively store data. 

And even if find this file,  will not be able to work effectively with it if the file is 

not segmented or weighs on the order of several terabytes. Here comes the help 

and the BD management system, which will help to segregate the data as well as 

create a convenient visualization for further investigation of the incidents, or to 

perform analysis to understand the problems.  

Data streaming - data streaming is data that is received continuously from a 

large number of different equipment or systems, with no beginning or end, as the 

incoming data flow does not stop for a second. In general, streaming is used when 

the actual portions of the data do not exceed certain sizes, such as weather sensors, 

various readers or e-commerce systems. Data types such as streaming generate 

data flow, which is most often used to correlate data among themselves or to filter 

data in real time. It is also important to process such data in memory, and because 

the BD tools make it possible, using a cluster association, to build a fault-tolerant 

system capable of processing data in memory. This significantly improves the 

efficiency of such a system when processing streaming data. 

 

1.3 Analytics of Big Data Applications in all directions 

In the modern world, BD Application Analytics is a process of studying 

large datasets that contain different types of data. Databases allow to detect all 

hidden patterns, unknown correlations, market trends, customer preferences and 

other useful business information and more. Analytical results can then lead to 

more efficient marketing, new income-generating opportunities, quality customer 

service, improved performance, competitive advantage over competing 

organizations and other businesses-advantages [17]. 

BD has become a central theme in various endeavors and research. This is 

because the ability to create, collect, transmit, prepare and examine exceptional 

measures of difference in the information is almost universally applicable. BD, 

with its potential to provide valuable information for improved decision-making, 

has recently attracted considerable interest from both scientists and researchers. 

The BD analyst is increasingly a popular practice used by many organizations to 

obtain valuable information from the BD. The analytical process, including the 

deployment and use of BD analytics tools, is considered by the organizations as a 

tool to enhance operational effectiveness, although it has strategic potential, 

Generates new revenue streams and competitive advantages over competitors [18].  

Analytics can be divided into 5 types:  

– descriptive analyst: The simplest research class is the one that allows to 

combine a huge amount of information into smaller, more valuable portions of data 

[19]; 
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 predictive analyst: The predictive analyst may be the most commonly 

used category of data analyst, as it is used to identify trends, correlations and 

cause-effect relationships. The category could be further divided into predictive 

modelling and statistical modelling [20]; 

– prescriptive analyst: In addition to descriptive and predictive analyst, the 

prescriptive analyst is one of the three main types of analytic company used for 

data analysis. This type of analytics is sometimes described as a form of predictive 

analytics, but differs slightly in its focus. The objective of the prescriptive analyst 

is to provide the best possible advice for a situation that is unfolding, given what 

the analyst can infer from the available data [21]; 

– diagnostic analyst: This is a form of extended analytics that analyzes data 

or content to answer the question «Why did this happen?» and is characterized by 

methods such as detail, data detection, data analysis and correlation. The 

diagnostic analyst examines the data in greater depth to try to understand the 

causes of events and behavior [22]; 

– cognitive analytic: Cognitive analytics combine a range of intellectual 

technologies, such as artificial intelligence, machine learning algorithms, deep 

learning, etc., to apply human intelligence to certain tasks. Basically, this type of 

analyst is inspired by the way the human brain processes information, infers and 

systematizes instincts and experiences for learning, such as understanding not only 

words in the text, but the full context of what is written or said. All of these 

intellectual technologies make cognitive applications smarter and more efficient 

over time, learning from their interactions with data and people [23]. Companies 

such as Google and Amazon are masters of BD mining and analysis. They use the 

knowledge gained from BD analysis to gain superiority over their competitors.  

The system analyzes databases such as purchase history, purchasing habits 

and purchase patterns. Using BD and forecasting analyst, they created a marketing 

machine and created a highly successful business model.  With increasing 

computing capacity, reliable data infrastructure, rapid algorithm development and 

the need to gain a better understanding of the ever-increasing amounts of data, 

enterprises are seeking to use a BD analyst as part of their decision-making 

process. Decision makers have realized that, with a better understanding, an 

excellent competitive position can be achieved [24]. Organizations from different 

domains invest in BD applications to examine large data sets to identify all hidden 

patterns, unknown correlations, market trends, customer preferences and other 

useful information. The scope of applications of database applications includes: 

production, health, media, Internet of Things Government, etc. [25]. 

 

1.4 Processes used in Big Data 

 Data science should also be considered when working with BD. This area 

allows to systematize, classify and give a clear answer to how the data collection 

process, its further processing, and its storage in a robot database environment is 

carried out. There are the following main processes to be followed in dealing with 

data: 
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1. Understanding Business Processes - First of all it is necessary to define 

what goals and tasks need to be solved with the data processing process, what 

exactly needs to be improved, or to create a completely new approach to data 

handling. It is the understanding of what processes need to be improved that makes 

effective use of data science in a particular area; 

2. Data collection - at this stage it is necessary to obtain all the data that exist 

in the enterprise or in the organization. At this stage such data sources can be, for 

example: different databases MySQL, MSSQL, PostgreSQL; different data formats 

such as excel documents, csv and json files, etc. etc. Data collection also requires 

the use of special tools, such as different frameworks, or different API libraries for 

access to data. It can also be used to parse data formats csv (comma-separated) or 

tsv (tab-separated data).  

3. Data Cleansing - to work with data it is necessary to clear them, the 

process of data cleaning allows filtering them. The cleaning process allows the data 

to be put into one particular format, and the data can already be in a certain format, 

such as json, but may be from different sources, in which case it is necessary to 

combine the data into a single database, so that further analysis of such data would 

be possible. Similarly, when cleaning data, the ability to replace empty values 

when there are missing values in a data set is an important factor and can be 

replaced by a standard or other predefined set. In certain cases, it may be necessary 

to replace data, merge or delete certain data fields or columns. Tools such as 

Hadoop, Spark, Yarn are well suited to handle large amounts of data. 

4. Data Research - The examination of the data provides an insight into 

which operations will need to be carried out in the end, which types of data are 

used, such as textual data types or numeric data are processed differently. There is 

still a need to conduct statistical checks on their characteristics. For example, to 

determine whether data influences the performance of other data in statistics;   

5. Data modeling - Modeling is a step that allows me to use prediction to get 

the desired result, and at this stage a large number of different algorithms are used 

to work with data. Such algorithms include k-means, clustering algorithms;  

6. Data presentation and interpretation - this stage allows data to be 

presented to non-technical staff and specialists for further examination. The data 

provided will determine at this stage whether the organization has achieved the 

required result in data processing. Also at this stage, it is necessary to visualize the 

data so that all stakeholders correctly interpret the result and can draw conclusions 

in accordance with the visible visualization. 

7. BD infrastructure - there are currently a wide variety of BD solutions. 

New implementations and products appear in large numbers on the IT market, all 

major components can be divided into several categories, which allow more 

detailed understanding of which parts of the infrastructure are responsible for 

which functions.  
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  1.5 Work with non-relational NoSQL databases from Big Data 

The Distributed File System (DFS) is a data warehouse on multiple servers 

that are combined into clusters. This file system (FS) is similar in its work to other 

FS except that it is online. The main advantages of such a system are the ability to 

store huge amounts of data, also the ability to scale the system in unlimited 

quantity if it is necessary to increase the FS space enough to add a new node to the 

cluster. The DFS provides reliable data replication systems on several cluster 

servers for high fault tolerance, which substantially increases the reliability of 

storage of such data. The second factor that is used to replicate the data is the 

ability to process them in parallel to achieve the maximum result. The DFS 

provides the best storage of data along with the others, as even if several nodes of 

the cluster are disabled, the files will still be available because replication is 

performed and failure of one of the participants does not cause loss of data. 

 Storing DB in a DFS is the best approach, as previously it was necessary to 

use vertical scaling, that is, the deployment of a more powerful server for data 

storage, to increase storage space. In this work, the HDFS (Hadoop File System) 

included in the Hadoop toolkit will be considered as such FS.  

Many NoSQL companies, such as Google, Amazon and Facebook, have 

been involved in the development of NoSQL technologies. For a large amount of 

data, it is not always good to apply a relational approach to data storage. There are 

tasks that are difficult to implement when working with a traditional approach to 

solve database tasks, this requires a different approach and therefore a database 

structure such as NoSQL has been developed. This architecture allows to scale 

databases due to the cluster architecture of data storage.  A relational approach is 

well suited to such tasks as collecting analytical data in the same format. Data that 

have a certain structural form and if all the data in the schema of the database will 

be a certain identical set, rows and columns, then RD should be used. In the same 

case that there is a need to work with a variety of heterogeneous information, 

unstructured data, or huge amounts of information that cannot work correctly with 

other relational models, NoSQL database is best suited, Databases using the 

NoSQL approach are not bound to a fixed storage scheme 

Initially, RD was not designed to work with the huge amounts of data that 

are now being generated globally at a very high rate. There was no flexible scaling 

system, as RD was initially considered to be a convenient storage facility with the 

least computing capacity. With the emergence of rapidly growing information in 

today’s world, a huge amount of unstructured data that is generated every day, and 

growing every year, needs to be processed with high speed and scalability, such 

qualities NoSQL databases possess, High productivity, scalability and real time. 
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2. STUDY OF INTERACTIONS WITHIN THE HADOOP 

ECOSYSTEM 

 

2.1 Essential Features of Hadoop Technology 

The Hadoop project allows to process large amounts of data with the help of 

various tools supplied by the foundation of Apache Software. The product was 

developed by Hugh Cutting and Mike Kafarrell in 2005. Many companies use 

Hadoop tools in various areas of business, science and education. The list of 

companies that use Hadoop tools include Facebook, Netflix and Amazon. 

Company data use Hadoop to analyze unstructured data, Hadoop equally handles 

structured data as well as unstructured data [26].  

Hadoop allows processing of a very large amount of information, which 

includes images, video, audio, files, software and more. Hadoop uses many 

components, including Flume, HBase, Hive, Lucene, Oozie, Pig, Sqoop and 

Zookeeper [27]. 

The Hadoop ecosystem has two main components in its system: 

1) The distributed file system HDFS. HDFS provides fault-tolerant operation 

as well as operations on various equipment. The HDFS structure allows storing 

data on a large number of servers. The distributed FS uses the master and slave 

model. The information that enters HDFS is then broken down into information 

blocks, by default each block is 64 megabytes [28]. Compared to other FSs: FAT, 

NTFS, where each block of information is between 4 and 32 KB, HDFS partitions 

them into larger blocks, and this parameter can be increased in configuration files 

if necessary. Each block created receives a special number «blk_xxxxxxx, 

xxxxxxx» - this number changes depending on the size of the block. All data 

placed in the cluster is stored on certain machines located in the cluster, and these 

nodes have the name of a data node. A metadata repository for data that has been 

placed in a cluster is located on a node named Name Node. An additional fault 

tolerance is the replication of incoming data on multiple nodes in a cluster, and 

these nodes can be located at different locations in the cluster. The default replicas 

number is 3 [29]. 

2) MapReduce is a distributed computing model. The MapReduce 

programming model that Google developed in 2004, was needed to write 

applications capable of handling large amounts of data through distributed 

computing, on a multitude of cluster servers. MapReduce is a platform for 

processing and managing large amounts of data in a distributed cluster that is used 

for applications such as search indexing, document clustering, access log analysis, 

and various other forms of data analysis.  One of the advantages of this system is 

the ability to process large volumes of information by dividing them into 

segments(s) and transferring them to computation by different cluster servers for 

faster processing. MapReduce does not divide two steps when processing 

information: 

1) Map - This function always starts first, then filters, then transforms and 

analyzes information. All received data is transferred further to Reduce. 
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2) Reduce - This function is used to add up data after processing Map. 

During the operation of MapReduce with the main server (master), a map 

function is called, and the task is shared among the machines in the cluster. The 

map function then transforms the received data set, and then transfers the data to 

the Reduce function. Furthermore, Reduce combines the resulting data sets into 

smaller tuples. The Map and Reduce functions are performed as many times as the 

application itself [30]. 

Apache Hadoop Yarn is a system for distributed data storage and analysis in 

the Hadoop environment. Yarn allows storing data on cluster system servers, is an 

improved version of the MapReduce framework (MapReduce V2.). This system 

allows for real-time streaming as well as SQL on-line processing of data. Yarn 

significantly increased the speed of data processing compared to the previous 

version of MapReduce V1, and opened the possibility of processing data from 

various sources such as sensor data analysis, scientific and medical data, and social 

networks [31].  

 

2.2 Application of Hadoop in various applications 

One of the most sought-after areas is medicine. Hadoop tools are used very 

effectively in areas such as health care and medicine, allowing large amounts of 

data to be processed. Hadoop tools allow to improve medical service, forecast 

different outcomes at different course of disease [32]. Hadoop tools are also used 

to solve complex problems such as storing photos and images for ophthalmological 

research and analysis. The use of HDFS, which is part of Hadoop tools, has 

increased the speed of data writing and further processing [33]. 

Use of sensors for real-time diagnostics to provide a complete picture of 

diagnostics. This technology consists of 4 stages of operation: real-time patient 

monitoring, patient systematization, patient diagnosis, visualization of processed 

data, treatment recommendations. In this system, Hadoop [34] tools are the main 

tool for solving diagnostic problems. 

Hadoop tools in bioinformatics and cancer markers are also important. 

Hadoop tools allow the processing of biological and biomedical data at very high 

speed, also allow correlation of data to find the optimal result in the study [35].  

The processing of incoming images for further data storage and processing is 

increasingly being used for medical imaging. Medical images, various cardiograms 

and MRI images are very diverse and unstructured information that needs to be 

stored and properly processed. Medical imaging systems are usually stored in a 

database, and one of the main tasks is to quickly retrieve exactly the images needed 

for diagnostic solutions. It is only when an effective data storage system is in place 

that these data can be easily accessed on a large scale. Such a system is an open 

Hadoop platform with the ability to run in parallel mode. The MapReduce 

operating model created a model capable of extracting necessary characteristics 

from images and transmitting them to the HDFS [36] data warehouse.  

 There are also many examples where Hadoop technology has been applied 

to smart cities. Using Hadoop tools for storing incoming information from many 
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different sensors, smart house control systems, home power control systems. 

Because smart house systems generate a large volume of different structured, semi-

structured, and unstructured Hadoop information, they can effectively collect and 

group this data. One of the many projects in the development of smart cities is the 

use of traffic control technology, with cameras recording various violations, 

generating a huge amount of video information, a system capable of storing this 

amount of information is necessary for its storage. Hadoop infrastructure tools 

allow the creation of such a technology [37].  Hadoop is also used to construct a 

system for collecting information in sports. One of the areas in which Hadoop tools 

are involved is cricket. Hadoop and Hive are used in cricket to predict and 

statically model the system for selecting players based on criteria such as statistics, 

different results depending on the team, The construction of such a system 

provided 91% of the result of selecting the right player for the team, depending on 

the necessary skills [38]. Hadoop tools are also used in the design of systems that 

use different sensors and temperature measuring devices. The project includes 

ambient temperature monitoring. Work in such a project shows how effectively 

Hadoop works with IoT devices. The sensors are the visible light from LEDs, 

which are read by various surveillance cameras and other devices. After that all 

data is collected in the cluster and due to flexibility and easy processing by means 

of the Hadoop cluster, the speed of obtaining results increases. The system reduced 

errors in temperature reading from 200 nodes from 5% to 3% [39].  

 

2.3 Use Big Data to process web server logs 

The use of web server logs to monitor portals and sites is an important 

element in the design of a reliable web resource, but there is also a need to use 

analytical tools to obtain statistics on the long-term performance of sites and 

portals. 

 Different sites generate huge amounts of data from log web servers every 

day. The problem with analyzing journals is the heterogeneous structure of the 

data. Web server log processing will consist of the following steps: 

- loading web server logs into the HDFS file system; 

- log data analysis using Apache Spark; 

- data visualization in Apache Zeppelin. 

Apache Spark is an open source BD platform based on speed, ease of use, 

and sophisticated analytics, and Spark has several advantages over other Big Data 

processing technologies. Apache Spark provides an integrated unified platform for 

managing BD processing requirements with different data sets, such as text data, 

graphics, and real-time batch data streams. Using Apache Spark, the web server 

log data will be divided by regular expressions into groups, and then the data will 

be processed and accessed using Spark SQL. Spark SQL is a relational data 

processing approach that allows the use of queries to obtain data. Apache Zeppelin 

allows to visualize the data that will be processed with Apache Spark. Using the 

relational approach in the presentation of data, an efficient data processing and 

visualization tool can be obtained, allowing a detailed report on what is happening 
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on the web server and portals located on the web server. The web server log is the 

following structure: 

1) Web server log contains information about the IP address from which the 

request came. Thus, instead of an IP address, it may be the name of a network 

node, i.e. the web server log specifies the time when the request was made and the 

date is specified. The log contains the server response code and the amount of the 

packet sent, the name of the file that the user accessed, which the user accessed, 

and how the user used the browser when accessing the site; 

2) Web server file contents are queries made with the HTTP protocol, one 

line in the web server log contains one HTTP request that was made when 

accessing a web server; 

3)  Web server log is a text format with a semi-structured data type. 

Figure 2.1 shows how to store data in the NGINX Web Server Access Log 

File. The beginning of a new line is indicated by the following IP address from 

which the portal or site was connected. 

 

 

 
Figure 2.1 - NGINX Web Access Journal 

 

Web server log processing will use two approaches to analyze data, in both 

cases data will be processed using python and the Apache Spark Distributed Data 

Processing Tool. In the first case, the data will be processed and placed in the 

spark.sql model, which will allow data processing and analysis using the query 

language. The Apache Zeppelin tool will use embedded data visualization models 

for data visualization. Completed queries in SQL will be automatically visualized 

and will provide detailed data. In the second approach, data will be processed and 

visualized using various python programming language methods and tools, and the 

following tools will allow the rendering and processing of pandas, numpy, 

matplotlib, seaborn data. Regular expressions will be used for data processing, 

which will allow to break up web server logs into sub-logs and then add them to 

the data table. 

The resulting data processing model can also be used to handle data with the 

same structure of logs of other web servers, and if necessary, the processing code 

can be refined with additional regular expressions to find certain values.  

 

3. EXTENSION OF THE BIG DATA STAND 

3.1. Virtualization infrastructure for Big Data 

 

The main purpose of this research is to adjust and develop universal 

infrastructure of learning to work with basic tools for working with BD. Such tools 

typically include Hadoop and its component tools such as HDFS, MapReduce, 
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Spark, Yarn, etc. One of the top-level Apache projects is Spark, which also focuses 

on parallel processing in the cluster, but the big difference is that it works in 

memory. Hadoop reads and writes files to HDFS, and Spark processes data in 

RAM using a concept known as Resilient Distributed Datasets (RDD)», a stable 

distributed data set. Spark can work either offline, with the Hadoop cluster as the 

source of data. Spark and Hadoop are open-source Apache projects, and Hadoop 

requires more disk memory, and Spark requires more RAM, which means that 

setting up Spark clusters can be more expensive. Spark is designed to improve, not 

replace, the Hadoop stacks. Spark was designed to read and write data from HDFS, 

as well as other data storage systems such as HBase and Amazon S3. In this way, 

Hadoop users can expand their processing capabilities by combining Spark with 

Hadoop, MapReduce, HBase and other BD frameworks [40]. There are three ways 

to deploy Spark in the Hadoop cluster: Standalone (Standalone), Over Yarn, and 

Spark in MapReduce (SIMR), as shown in Figure 3.1. 

 

 
 

Figure 3.1 - Three Ways to Expand Spark in the Hadoop Cluster. 

 

With autonomous deployment, can statically allocate resources to all 

machines in the Hadoop cluster and run Spark simultaneously with Hadoop 

MapReduce. The user can then perform arbitrary Spark tasks on their HDFS data. 

And can also run Spark on Yarn without prior installation or administrative access 

to develop Hadoop Yarn. This allows users to easily integrate Spark into their 

Hadoop stack and take advantage of Spark’s full power as well as other 

components running over Spark. SIMR is used to run Spark tasks in addition to 

offline deployment. With SIMR can start working with Spark and use its shell 

without any administrative access [41, 42]. Apache Spark has extensive data 

processing tools and all of these factors make it possible to use as an efficient tool 

for parallel processing of a lot of data in the Hadoop cluster, and to increase 

processing speed. 

To create a cluster management system, it was decided to create an 

infrastructure based on the Proxmox hypervisor. This hypervisor has a number of 

advantages, such as speed of operation, the ability to use it on virtually any server 
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equipment, as well as its ability to merge other servers on the basis of the Proxmox 

hypervisor into one fault-tolerant cluster. 

It is necessary to understand what infrastructure is required during IS design. 

A clear understanding of the whole ecosystem is needed to use the BD platform. A 

large number of cloud platforms offer ready-made solutions for operation, but such 

systems are usually quite expensive. Also not a minor problem is the management 

of the physical machines on which the system cluster works, usually this problem 

is solved by the use of virtualization approach, one such tool is Hypervisor. 

Review of the interaction of virtualization with BD processing techniques 

that both technologies offer, BD and virtualization create distributed technology 

that optimizes performance through flexibility in infrastructure management [43].  

Virtualization can solve a number of problems when creating a system for 

processing large amounts of data. The possibility to deploy many machines on one 

server, simplicity in the control of cluster machines and creation of backups by 

means of virtual environment. Virtualization of servers allows splitting a physical 

server into several segments of small servers, and subsequently clustering them 

[44].  

Virtualization plays a major role in the development of database 

infrastructure. Because of the very large amount of incoming data, finding an 

optimal solution in terms of cost and fault tolerance are very important factors in 

the implementation of the BD management system. Virtualization makes it easy to 

scale and manage infrastructure. The use of virtualization has a number of 

management advantages, due to the ability to install many machines on the server. 

Possibility of flexible management of virtual infrastructure, use of flexible 

approach for creation of backups. The BD operation requires support for various 

operating systems, with the ability to deploy them quickly and to produce a large 

stack of different operating systems (OS), as well as various additional 

components. The hypervisor allows flexibility to deal with such database 

infrastructure conditions. The hypervisor has a number of advantages, such as the 

ability to work with the OS as with applications, as well as the ability to instantly 

deploy a virtual machine (VM) to work with everything needed, with Software and 

OS as well as machine state imaging technology allow to go back to the past state 

of the machine before its failure or to another version of the configuration that was 

previously configured. The hypervisor also allows for easy sharing of hardware in 

real time between VM. If necessary, it is possible to change the amount of 

resources allocated to the machine if it is not necessary to use a large amount of 

hardware resources.  

An important factor that demonstrates that the use of virtualization in the 

design and implementation of high-volume data technology is significantly better 

than the use of a server without managing a virtual environment.  The virtual 

environment makes it possible to significantly reduce the cost of purchasing 

equipment, makes it possible to more efficiently manage the infrastructure due to 

the possibility to create new VM, without shutting down or reloading the physical 

server. Small infrastructure can first be deployed and further added, and the 
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capacity of existing infrastructure can be built up incrementally. MapReduce 

mechanisms also work much better in a virtual environment, as using virtualization 

it is possible to configure a cluster infrastructure separation where MapReduce 

tasks will work much more efficiently due to distributed load between nodes, Thus, 

overhead costs for infrastructure maintenance are significantly reduced. 

A study on virtualization for a BD has shown how it is possible to build a 

virtualization infrastructure not only with a hypervisor, but also using systems such 

as containerized virtualization, as well as the use of orchestration facilities for such 

services with the possibility of creating cloud infrastructure to work with database 

[45].  

Virtualization also improves speed between VM by using a virtual network 

instead of using a physical network. For example, when machines are installed on a 

single server on a hypervisor and are connected by a virtual network with one 

another, the network infrastructure speed is much higher and more efficient, 

because there are no foreign UVs on the network, or they are separated from one 

another. In this way, it is possible to effectively separate the necessary parts of the 

network from each other, as well as to create types of networks with the set of 

characteristics that are necessary when constructing the system. The virtualization 

of the network makes it possible to build flexible configurations to create 

distributed systems for handling BD. A hypervisor or or a VM control system 

allows to create, configure and control a set of operating systems isolated from 

each other on a physical server. The hypervisor, in turn, consists of two types, the 

first and the second type. 

The first type of hypervisors (autonomous hypervisor) in the figure (3.2), 

this type of hypervisors is most often used to run directly on server equipment, and 

provides server resources to host the WM. Hypervisors include such hypervisors 

as: «Xen», «Hyper-V», 2ESXi».  

 

 
Figure 3.2-Hypervisor of the first type 

 

The second type of hypervisor (hypervisor for guest operating system) in the 

figure (3.2) relates to software that is installed over the user’s OS and the 
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hypervisor separates the user’s OS from the hypervisor OS. Such hypervisors 

include: «VMware Workstation», «VirtualBox», «KVM», «Proxmox». 

Hypervisors of the second type allow to work on the surface just as these 

hypervisors have the same amount of functionality as hypervisors of the first type, 

they allow to create various VM backups. Many hypervisors of both types have 

built-in the ability to create a backup, as well as a snapshot of the VM state. At the 

same time, a large number of formats are supported for convenient migration of 

VM to new hypervisors, or hypervisors of other companies, which significantly 

reduces the delays in operation when the system migrates to new platforms and 

hypervisors. All hypervisors also support the ability to configure networks between 

machines, using virtual switches, and some hypervisors have built-in firewalls to 

limit and protect incoming and outgoing traffic. 

Type 2 hypervisors will be used to build the infrastructure. From a 

virtualization perspective, it is also possible to indicate which systems were 

considered for work with virtualization. Such two hypervisors as «Xen» and 

«KVM» were considered.  

 
Figure 3.3-Hypervisor of the second type 

 

«Xen» belongs to the first type of hypervisors, and was also developed in 

early 2000, and is a free hypervisor. This hypervisor, which allows easy creation of 

VM, has a number of tools to create backups and move machines to another 

hypervisor, not necessarily similar. Also has VM imaging technology. One of the 

drawbacks of this hypervisor is the lack of isolation at work when VM is created. 

Care should be taken to ensure that VM does not overload the server, as in case of 

overload, the hypervisor can stop working correctly and fail. As an example, one 

can consider a situation where VM takes over the entire amount of hypervisor 

memory, there is no function that can stop hypervisor overload, for example by 

reducing the amount of memory used by the VM.  

«KVM» is a second-level hypervisor, the given hypervisor virtualizes the 

image of the OS on which in the consequence will be deployed VM. Compared to 

«Xen» it is easier in terms of resources, as it is part of Linux. Managed through a 
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scheduler of tasks and also uses memory management, due to its simplicity, allows 

a much more efficient allocation of resources between VM [46].  

«Proxmox VM» was developed by «Proxmox Server Solutions» in Austria 

on conditions GNU (General Public License) because the GNU license was used in 

the design of this solution, it is possible to customize this solution to suit needs and 

the requirements of a particular project.  

For the work with the hypervisor «KVM» a ready-made solution «Proxmox 

Virtual Environment» allowing to manage the virtualization on the basis of 

«KVM» was used, in the figure 3.3 there is a laugh of the work of the hypervisor 

«Proxmox VE». In order to manage this solution, a simple web-interface allowing 

to create, modify, create and manage a cluster of several servers with the 

developed solution «Proxmox VE» is developed. This hypervisor is a type 2 

hypervisor, which runs on the Debian Linux OS. One of the advantages of being 

able to use cluster management via the web interface of one server. Quick 

debugging, does not require high qualification during installation. The web 

interface provides a complete overview of all installed and BM «KVM». 

 

 
Figure 3.4-Hypervisor of the first type 

 

«Proxmox VE» can be used on one server, and there is also the possibility of 

creating a cluster system. By working in the cluster system it is possible to 

dynamically scale server and data storage resources. Also «Proxmox VE» has a 

great opportunity to work with data warehouses, such as: 

 Ceph RDB is an open source scalable distributed data storage system; 

 GlusterFS is a scalable FS that combines the storage of disk resources 

from multiple servers into a single repository; 

 ZFS is an FS from Sun Microsystems, which allows to store and work 

with DB and fail-safe. 
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For a hypervisor processor, the processor must support the virtual 

architecture. The Intel technology is called Intel VT, and the AMD virtualization-

enabled processors are called AMD-V. These technologies make it possible to use 

hardware virtualization on company data processors, which allows the processor to 

work with isolated operating systems using a hypervisor as a control system.  With 

this technology, it is possible to deploy Proxmox VE on processors. The web 

interface for working with «Proxmox VE» is translated into 20 languages, which 

allows to use this system huge number of different companies and institutions. A 

large community with more than 40,000 participants allows receiving practically 

any answer on the problem related to installation, deployment or configuration 

«Proxmox VE». The hypervisor «Proxmox VE» can be deployed on practically 

any equipment in a short period of time, regardless of equipment, where the main 

criterion when deployed is the presence of CPU support for virtualization 

technology on the server.  

«Proxmox VE» uses the unique FS Proxmox Cluster file system (pmxcfs) 

for storing VM configurations deployed on the hypervisor, «pmxcfs» is a database-

based FS, it is replicated on all members of the Proxmox cluster, for this use 

«synccoro». All hypervisors that are grouped together in a cluster receive 

information about all installed UVs, so that in case of a BM or hypervisor 

malfunction, a new BM could be deployed on another cluster. FS «pmxcfs» allows, 

when changing configuration configuration files and changing shared files, in the 

cluster system «Proxmox VE» to carry out a quick update of this configuration by 

keeping these files in a constant synchronous state. FS stores all necessary 

configuration data on disk, but also a copy of the data is stored in the server’s 

RAM.  Advantages of FS «pmxcfs» real-time replication of all data, checking of 

configuration files to avoid duplication of virtual station identifiers, and automatic 

updating of configurations with «corosync» on all nodes simultaneously. 

«Proxmox VE» possesses the technology capable to automatically detect faults in 

VM, and start the task on emergency automatic restart of data machines. This 

software stack is called ha-manager and also a stack is an automatic BM 

administration function where first need to specify which resources to control. 

Continue to process queries and problems, and in case of a failure of one of the 

nodes BM ha-manager makes an emergency connection to another node in the 

cluster, it is also possible to handle normal queries with ha-manager.  

 

3.2 Proposed Physical Architecture for Big Data 

A reliable physical system needs to be built to provide a reliable and high-

performance BD system. The physical system for handling BD shall be 

substantially different from the systems that generate for handling traditional data. 

The basic paradigm for building a good physical system is the infrastructure of 

distributed computing. Distributed computing implies that the entire system will be 

physically stored on different servers or machines, which will be merged into a 

network infrastructure facility, and will also be connected by a distributed file 

system. Also for physical systems it is necessary to have built-in tools in the BD to 
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create a cluster and combine machines. Redundancy plays a major role in the 

design of the system and is important because of the huge amounts of data that 

must be processed and stored. There are different approaches to the way physical 

infrastructure is organized. If companies or organizations are small, cloud solutions 

can be used, they can be easily scaled up and can be phased in if additional servers 

are needed. Also, if an organization needs to implement locally, it is best to deploy 

on existing hypervisor equipment for convenient operation and deployment of 

necessary services.  Operating an BD implies that a security system must be put in 

place for the processed data so that it does not end up in the hands of malicious or 

unscrupulous individuals. When processing, for example, data from various 

medical organizations, law enforcement agencies and various administrative 

organizations. This kind of data should be protected first. In dealing with data, the 

distinction between the rights to use data for the different users of the organization 

must be given great importance. It is necessary to create a system that allows to 

identify who and at what point in time has been working with certain data, that is 

to keep a log (log file) in which will contain all actions that users have carried out 

on files. Such safety requirements in the design of the system that will handle the 

BD shall be implemented at the earliest stages of system design. When designing 

architecture, it must be understood that it is likely that there will be a need to 

integrate an already existing system of the organization. For example, in various 

medical research into new approaches to treatment, equipment that does scanning 

or different images, various tomographies can already be stored in a medical 

electronic database, and it needs to be determined, how exactly to move such data 

to the processing system. Choose models that will optimize and increase the rate of 

transmission and delivery of new data to the infrastructure being built. To build 

such an infrastructure in a classical configuration can take from a few days to 

several weeks, but with new methods of designing distributed computing, this task 

reduces the time for building infrastructure from a few minutes to a few hours. 

Consideration should also be given to what types of databases should be used in 

the design of a new system.  Depending on the type of data received, it is possible 

to use both a relational classical design approach and a NoSQL approach for 

atypical system design tasks. For example, graphical databases are nodal-based and 

relationship-based to detect the formation of a particular type of cancer, depending 

on the dietary intake of certain products.  

The Hortonworks Data Platform (HDP) distribution was selected to select a 

platform that will allow the database system to be deployed. Table 1 of the existing 

solutions has been compiled to identify existing products that provide the 

infrastructure for operating with BD. Hortonworks company offers DB-enabled 

tools, as a platform the company has created HDP, this platform uses the tools of 

Apache company, and the platform is based on Apache Hadoop. This tool allows 

performing various calculations and work with BD. HDP allows to work with 

database using Apache’s Web Interface software to manage the HDP infrastructure 

called Apache Ambari.  Using this product to get an effective control panel for all 

HDP tools for BD processing. The convenience of using this software is due to the 
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fact that it is possible to add additional components to the working medium at a 

high speed, since the web interface is very well developed and even a professional 

in this field will be quite easy to configure HDP to work with additional tools.  

The following is an analysis of the selected solutions, their technical 

characteristics and pros and cons when using these solutions. As a result of the 

research, the HDP product in Figure 3.4 was selected. This software allows to 

exploit the full potential of BD as it has a huge number of tools and platforms for 

BD analysis, processing and visualization. HDP allows the use of a large number 

of tools to process and manage database. HDP also allows data processing without 

using a relational approach in data storage, but it is possible to use the SQL 

(Structured query language) query language for developers and users who are used 

to this method of data processing and handling. 

 

 
Figure 3.5 - HDP Infrastructure 

 

HDP is an excellent solution for working with BD and also uses a data 

processing application library, which includes the Apache Ambari software 

solution. It is a software solution for management, as well as for monitoring and 

the ability to create a secure backups system for Apache Hadoop. Apache Ambari 

allows to manage a cluster using an intuitive web interface, all parameters of work 

and resource allocation are implemented in a single control system, which saves 

the system administrator or user from having to change the configuration files 

using the console. Apache Ambari allows to run, stop services centrally, and use 

this tool to work with many software solutions. 

 

Table 1-Analysis of technical characteristics of software for implementing a 

cluster database processing system. 
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Title Manufacturer License OS Support Pay rate The technology 

used 

MapR 6.1 MapR Proprietary 

Red Hat, 

CentOS, 

Ubuntu, SUSE, 

Oracle 

Enterprise 

Linux 

Only the M5 

version is 

free/paid 

support, paid 

additional 

products 

Apache Drill, 

Apache Hadoop, 

Apache Hive, 

Apache Mesos, 

Apache Myriad, 

Apache Spark, 

MapReduce 

Cloudera 

Enterprise 6 
Cloudera Proprietary 

Red Hat, 

SUSE, Oracle 

Linux, Ubuntu 

Free for up to 

50 

cars\Payment 

for the 

management 

manager, paid 

support 

Flume, Hbase, 

Hive, Hue, 

Impala, Kafka, 

Kudu, Oozie, 

Search, Sentry, 

Spark 

 

HDP 3.0 

 
Hortonworks 

GNU GPL 

(Only some 

tools are paid) 

Red Hat, 

CentOS, 

Oracle Linux, 

Ubuntu, 

Debian, 

Windows 

Server 

Free\ Paid 

support 

Hadoop, 

Accumulo, Atlas, 

DataFu, Falcon, 

Flume, HBase, 

Hive, 

Kafka, Knox, 

Mahout, Oozie, 

Phoenix, Pig, 

Ranger, Slider, 

Spark, Sqoop, 

Storm, Tez, 

Zeppelin, 

ZooKeeper 

 

Also analyzed the functional characteristics of existing solutions for 

deploying a cluster system in a database environment. This analysis is presented in 

table 2. The table shows the characteristics of existing systems for working with 

BD, which gives an idea of the main characteristics of existing products. 

 

Table 2-Functional characteristics of software for implementing a cluster BD 

processing system. 

 

Title 
Free 

use 

 

Integratio

n with 

REST IP 

Possibility 

of 

implement

ing third-

party 

software 

Windo

ws OS 

Support 

OS 

support 

on 

Linux/U

nix 

kernel 

Using 

HDFS 

Using 

Apache 

Products 

Developm

ent Model 

MapR 

6.1 
No YES YES No YES 

Modific

ation 

HDFS(

NFS-

MapR-

FS) 

Use only 

proprietar

y 

products 

Enterprise 

Applicati

on 

Software 

(EAS) 
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Clouder

a 

Enterpr

ise 6 

Partial

ly 
YES YES No YES YES YES 

Enterprise 

Applicati

on 

Software 

(EAS) 

HDP 

3.0 
YES YES YES YES YES YES YES 

Open-

source 

model 

 

Following a comparative analysis of the existing BD products, the following 

conclusions were drawn, which will prioritize the tools as follows: 

1.  It is also possible to expand and process data as quickly as possible if the 

paid product MapR is preferred. The system suffers from high costs and poor 

documentation; 

2.  If it is necessary to deploy a cluster system in the Windows Server 

environment, as well as for the least cost and further integration with more tools, it 

is best to use the HDP software; 

3.  When using different proprietary products or when planning to add them 

to the system in the future, Cloudera Enterprise software is the best choice. 

 

3.3 Install Proxmox hypervisor on server 

The hypervisor «Proxmox VE» allows managing the physical infrastructure 

with the help of the web interface, which becomes available after development of 

the distribution. This hypervisor was chosen because of its high fault tolerance and 

ability to use multiple filesystems when expanding. Also, this hypervisor has the 

possibility of creating a cluster between several hypervisors «Proxmox», which 

significantly increases the fault tolerance of the infrastructure in the future, since 

when creating a cluster, it is possible to configure machine replication on several 

nodes of the cluster. In the event of a VAM failure or if a malfunction is detected, 

the VAM can be automatically deployed within minutes on another hypervisor. 

 The hypervisor Proxmox VE 5.4 was chosen as the hypervisor to control the 

entire infrastructure. It is simple enough to install on new equipment, and is not 

demanding on system resources, when deployed it is necessary to create a boot 

media or to install over the network. The following are the stages of installation 

and use of the hypervisor «Proxmox VE 5.4». The installation steps show how 

easy it is to install the hypervisor using the official image of the hypervisor from 

the official website. Also, if necessary, it is possible to deploy on this hypervisor 

not only machines with Linux family OS, but it is also possible to install Windows 

OS. This hypervisor supports several authentication sources, such as: 

- Linux PAM (standard authentication used in Linux); 

- Proxmox VE (built-in authentication); 

- Microsoft Active Directory. 

Using these authentication methods can provide high security control when 

working with the hypervisor. 
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During the initial setup, a menu will appear where need to select Install Proxmox 

VE to install, as shown in Figure 3.6. 

 

 
Figure 3.6-The main boot menu of the Proxmox distribution. 

 

Next, then have to agree to a software license as shown in Fig. 3.7. 

 

 
Figure 3.7 – the License agreement for use of the software. 

 

The next step is to configure the disk space and, if necessary, partition the 

disk into certain partitions. During the initial installation, can set the default disk 

space as shown in Figure 8. 
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Figure 3.8 – Partitioning the disk to install the system. 

 

Next, then need to configure the region to configure the server’s time 

configuration correctly, as shown in figure 3.9. 

 

 
Figure 3.9 – Тhe setting of the time zone. 

 

After setting up the region, then need to set up a password for the superuser, 

as well as the mail to which system messages about the server status will be sent, 

as shown in Figure 3.10. 
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Figure 3.10 - Setting up a password to access the server. 

 

 Next, then need to configure the IP address for the hypervisor, if the system 

has a DHCP server configured, the addresses will be obtained automatically, and 

also need to configure the DNS server name, as shown in Figure 3.11. 

 

 
Figure 3.11 - Configuring the IP address and domain name. 

 

Then, at the end, get a checklist with parameters that have been set up for 

further server installation, as shown in Fig. 3.12. 
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Figure 3.12 – All configured configuration for the server. 

 

After installing all the hypervisor components, the installation script will ask  

to restart the system, where need to restart the hypervisor, as shown in Figure 3.13. 

 

 
Figure 3.13 - Message about successful installation of the hypervisor. 

 

 After restarting, the server should start with instructions on what address and 

port can connect to the server through a web browser. The console window will 

show the address and port to connect to, as shown in Figure 3.14. 
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Figure 3.14 - Connecting to the hypervisor via a terminal. 

 

To log in, go to the address indicated in the previous paragraph where want 

to open browser and add an address and port to login. If a dns server is configured 

in the system, can use the dns name to connect to the hypervisor as shown in 

figure.3.15. To login, then must enter the username and password configured 

during the hypervisor installation. 

 

 
Figure 3.15 - Connecting to the hypervisor via the web interface. 

 

After entering the superuser data, the workspace opens. Next, can proceed to 

managing the hypervisor as shown in Figure 3.16. 
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Figure 3.16 - Workspace when working with the Proxmox hypervisor. 

 

 As a result of installing the "Proxmox VE 5.4" distribution, a tool was 

obtained that allows to work with a virtual environment on top of physical 

equipment, which significantly expands the possibilities of creating new VMs as 

servers for working with the database. It is also possible to create a network of 

several hypervisors in the future in the case of expanding the fleet of server 

equipment.  During the initial setup must specify the name and ID number of the 

new machine, as shown in Figure 3.17. 

 

 
Figure 3.17 - Window for creating a new VM 

 

Next, need to specify which image will be selected when installing the OS, 

as well as which version of the kernel will be used, Figure 3.18 shows the scheme. 
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Figure 3.18 - Selecting the OS and installation samples 

 

Next must specify the amount of disk space for the machine, as well as on 

which storage the machine will store the data. See Figure. The parameters selected 

for the laboratory bench are shown. 

 

 
Figure 3.19 - Configuring disk Space for a new VM 

 

The next item allows to select the number of cores as well as threads for our 

machine, as shown in Figure 3.20. 
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Figure 3.20 - Configuring the number of processor cores for a new VM 

 

The next menu item allows to set how much RAM want to allocate to the 

machine, as shown in Figure 3.21. 

 

 
Figure 3.21 - Setting the required amount of memory for a new VM. 

 

The last window displays all the settings that were selected as a result of the 

survey, as shown in Figure 3.22. 
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Figure 3.22 - Background information about the settings that were applied to 

the new VM 

 

To start the created VM and for further installation, need to click the "Start" 

button, as shown in Figure 3.23. 

 

 
Figure 3.23 - Starting the created VM 

 

The Linux Ubuntu Server 18.04 family OS was selected as a result of the 

development of the new WM. After the hypervisor was deployed, the network 

infrastructure was configured to allow the hypervisor to access the organization’s 

local network. For remote access to WM over the network, the hypervisor 

connection to the organization’s web servers was tested. This is to be able to 

upload to WM, where the tools to work with BD will be deployed Web server 

activity tracking logs.  
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3.4 Install operating system for infrastructure 

Ubuntu Server 18.04.4 LTS was selected as the OS for installation, where 

the OS was chosen because it is one of the most stable currently and easy to 

deploy. It is also important that the OS has a huge repository with current 

programs. The OS has a large community and well-structured documentation. The 

documentation contains all the necessary information, both for the deployment of 

the given OS, and about the frequent problems encountered in working with the 

given distribution. This in turn allows for quick resolution of problems 

encountered when installing or deploying different components. 

When initially installed, must choose the language of the interface, and the 

default language is English, as shown in Figure 3.23. 

 

 
Figure 3.24 - Language selection for OS installation 

 

During installation, the system will ask to configure IP addresses, if the 

system already has a DHCP server configured, then the VM will receive an 

automatic address, if not, then can configure the addressing manually, as shown in 

Figure 3.25. 
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Figure 3.25 - Configuring the IP address 

 

Next, need to configure the name for the server, as shown in Figure 3.26. 

 

 
Figure 3.26 - Configuring the Server name 

 

Next, need to configure a new user for the system, then by default, this user 

will have superuser capabilities, as shown in Figure 3.27. 
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Figure 3.27 - Adding a new user 

 

Next, need to select the region to set the correct time and date on the server 

as shown in Figure 3.28. 

 

 
Figure 3.28 - Setting the time zone for the OS 

 

The next step is need to choose how disk will be divided, also ho. In Figure 

3.29, the first partitioning method will be selected. 
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Figure 3.29-Disk layout for the OS 

 

 After that, must configure a mandatory secure update for the OS, as shown 

in Figure 3.30. 

 

 
Figure 3.30-Selecting an OS Update 

 

Next, need to select additional packages for installation, where need to 

install OpenSSH server in order to get remote access to the VM in the future, as 

shown in Figure 3.31. 
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Figure 3.31-Adding additional components 

 

After the installation is complete, will be prompted to restart the VM as 

shown in Figure 3.32, and after rebooting, access the installed VM with the OS. 

 

 
Figure 3.32 - Message about the end of OS installation 

 

After the OS is installed, can access the VM (on which Ubuntu Server 18.04 

was installed) through the console. Access to the VM can be obtained through a 

web browser window, this feature is provided by the Proxmox VE hypervisor, or 

the connection can be made over a secure SSH protocol, using any software that 

supports an SSH connection. 
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 After restarting the OS, the VM will ask to enter login credentials, as shown 

in Figure 3.33. Then must enter the data that was configured in the previous steps 

when the new user was created. 

 

 
Figure 3.33-Console for working with the installed OS 

 

As a result of the installation, the remote connection to the VM via the 

secure SSH protocol was configured to allow authorized access to the VM via the 

loco network for control. The working environment on the server was then 

configured, where the necessary software packages were installed to further install 

the database tools.  

The choice of this particular OS (Linux Ubuntu Server 18.04) is due to 

several factors, including:  

1) Support for up-to-date and stable repositories with programs, which 

means that the programs that will be installed on the OS will only be stable 

versions, not experimental or unsuccessful;  

2) Support of the release of this OS allows to receive the most recent 

updates, which significantly increases the security of this distribution;  

3) An updated OS does not require an immediate update of the repository in 

the console when adding a new repository branch to the configuration file. This is 

done automatically, which significantly increases the speed of operation with this 

OS.  

Once installed, WM was obtained, which can then be used to create new 

specimens to expand the cluster of the future system, cloning the installed OS, and 

creating new clones on the hypervisor.  
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4. INSTALLING HORTONWORKS DATA PLATFORM AND 

PROCESSING WEB SERVER LOGS 

 

4.1 Log file processing system description 

 The aim of this study is to create a system for processing log files of web 

servers in the BD environment, for further analysis and visualization of the results. 

The basis for the experiment is the possibility of downloading and processing file 

logs stored on the proxy server as well as on the servers where the university sites 

are located directly. 

 Data collected by the Apache and Nginx web servers must be processed, as 

all incidents and interactions with the organization’s websites are documented in 

the logs of the web servers. Such data needs to be stored and processed to obtain 

detailed information on how the system has operated throughout its life. Storing 

data from logs allows to obtain statistics of site visits during processing and 

visualization of logs, and can track the period in which the activity of attacks on a 

particular site in the system increases by studying logs of web servers.  

Created system allows to collect logs from many web servers in one place 

and to structure them, and to process on the created platform. The main advantage 

for data storage is the ability to expand the data warehouse by adding new nodes to 

the cluster, which can be implemented using the distributed HDFS file system. 

This FS allows to store huge amounts of data, due to the ability to quickly add new 

nodes to the system. Since web servers cannot store a large amount of logs and log 

files are filled with information very quickly, this can lead to server overflow and 

disrupt its operation. To avoid this situation, a special script was created that cleans 

up old logs on the web server. The problem is that if after a certain period of time it 

is necessary to raise information on old logs (due to security problems or 

information leaks), this will not be possible, since these logs will be deleted from 

the server. In this way, need to save all the logs of web servers on a special server 

with a distributed file system, so that can later look for problems in the security of 

the web server or to analyze the operation of the web server. The created platform 

allows to solve this problem by using the distributed HDFS file system. 

The python programming language will be used to process the log files. This 

problem can be solved using other programming languages. Python was chosen 

because it has various modules for working with databases, and for the ability to 

quickly learn how to create ready-made programs. 

Figure 4.1 shows a diagram of the stand, which demonstrates how the IP 

participants interact with each other. From the web servers, the log data is sent to 

the HP server, to a distributed file system, then this data is analyzed using python 

and Apache Spark, and the result is data visualization in the Apache Zeppelin 

environment. 
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Figure 4.1-Diagram of the test bench for processing web server logs 

 

 To create an IC for processing web server logs, a server with the following 

characteristics was used: CPU 24 x Intel(R) Xeon (R) CPU E5-2620 v2 2.10 GHz, 

RAM 64 Gb.  

Web servers responsible for accessing web resources will be used as data 

sources for processing. NGINX and Apache are used as web servers. Web server 

data is the most common for creating web platforms. There are also a huge number 

of other software products that implement web access functions to various 

resources.  In this experiment, two of the most frequently used web servers were 

taken. In the future, it is possible to organize a processing system for other logs 

from various sources, not only from web servers, but also from various other data 

collection systems.  

The Proxmox hypervisor was selected and installed as the data processing 

platform. Also, a VM was deployed, on which tools for working with the database 

will be installed. HDP was chosen as the data management platform tool, as shown 

in Figure 4.1. The specified tools that will be used in data processing. Python will 

be used as the programming language for writing a data processing program. 

Apache Spark software will be used for distributed processing of incoming files, 

which will make it possible to process data at a higher speed. As a wrapper for 

writing code in the HDP environment, Apache Zeppelin software was installed, 

which works as a tool for interactive interaction through the web interface for 

writing code and executing it. This product provides a friendly interface for writing 

programs, which greatly facilitates the process of developing an application. 
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4.2 Working with reverse proxy server logs and web servers 

With the Python programming language is needed to use an interpreter to 

interact with various data through Spark. Apache Zeppelin will be used as an 

interactive system for working with the Apache Spark tool. Apache Zeppelin 

allows to work with tools such as Apache Spark, Scale, Hive, HBase. 

During the file processing process is needed to solve the initial task of 

uploading data to the server. To solve the problem of uploading data to the HDP 

server, a script for uploading files from web servers is used, where this script is 

written on the Ansible software solution, which in turn allows to manage the 

infrastructure through configuration files. The scheme of operation in Figure 4.2 

shows the loading of log files to the server.  

 

 
Figure 4.2-Uploading files to the HDP server 

 

 HDFS is used as a repository for all incoming log files from web servers. 

Distributed file storage is capable of storing a huge amount of information, which 

allows to download almost any number of files. Also, this FS allows to add 

additional nodes to the cluster to increase file space.  Due to additional replication, 

data can be stored on multiple nodes at the same time, which increases the security 

of stored data. In HDFS, data is divided into fixed-size blocks and stored on 

different cluster nodes, as shown in Figure 4.3.  
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Figure 4.3 – The Architecture of HDFS 

 

 In HDFS, the main NameNode management node provides metadata 

storage, which in turn ensures that information about the stored data on the 

DataNode nodes is up-to-date. These are data nodes, where all incoming 

information is stored on them. User access to files is managed by the NameNode 

host machine. 

 Due to the large amount of incoming data, it is necessary to use a software 

solution capable of analyzing information in a distributed environment, as such a 

tool will be used for processing incoming data in a distributed environment Apache 

Spark. Apache Spark has extensive tools for data processing, such as the ability to 

process data using SQL libraries, the ability to process data using machine 

learning, the Spark program core also allows to process incoming data. Spark 

supports programming languages such as Python, Scala, R, Java, which makes it 

an effective tool for a large number of users. The key factors in choosing Apache 

Spark as a tool for processing web server logs is the ease of use of Spark. One of 

the advantages is the large support for various APIs in the Apache Spark library, as 

well as well-documented sources that allow to get started with the built-in Spark 

APIs in a short time. High speed of data processing due to the use of RAM for 

calculations, which increases the speed of data processing many times. The ability 

to integrate various products to work with Spark, such as HDFS, various NoSQL 

databases Apache HBase, and Apache Cassandra. 
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 All these factors allow to use Apache Spark as an effective tool for parallel 

processing of a lot of data in a cluster, and increase the processing speed. 

 

4.3 Installing and configuring the Hortonworks Data Platform for Web 

Server log processing 

To work with the database is need to install and configure DHCP on the 

installed Ubuntu Server 18.03 VM, for this need to do a number of installation 

manipulations. 

The first thing is needed to do is download the repository from the official 

website. This repository must be added to the main OS repository for further 

installation of HP on the OS. To do this, use the wget command as shown in Figure 

4.4, where the command will allow to download the configuration file to the local 

OS. 

 

 
Figure 4.4-Adding a repository for installing HDP 

 

In the future, need to add a public key to be able to download and install 

programs from the repository, for this is needed to run the command as shown in 

Figure 4.5. The command package for installing APT (Advanced Packaging Tool), 

this utility has extensive tools for installing, removing, and a number of other 

functions that allow to add programs to an existing OS. 

 

 
Figure 4.5-Adding a new repository for installing HDP 

 

After adding the key, need to install Ambari server on the OS, for this need 

to run the following command as shown in Figure 4.6. 
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Figure 4.6 – Installation of the required packages for HDP 

 

After starting the installation, the necessary software package will be 

installed, which will allow to configure DHCP on the existing OS, and then deploy 

the necessary components. There were no errors at this stage, and all the tools were 

installed and deployed. In older versions, errors occurred when the virtual 

environment was incorrectly configured, where there was no support for the 

OpenJDK library.  In new releases, the company has fixed this problem, and now 

the system automatically adds OpenJDK to the OS during installation. Also, the 

main components that were necessary for the correct installation and deployment 

of HDP were tools such as: curl, scp, wget, unzip, python. 

After installing all the necessary dependencies is needed to run the Ambari 

server configuration, as shown in Figure 4.7. In the setup script, the first item is to 

install the Java platform. 

 

 
Figure 4.7 - Starting and Configuring Ambari Server 

 

 The next step in the script is to configure which database wants to use, by 

default, as shown in Figure 4.8, the Postgre Sql database will be used. 
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Figure 4.8-Configuring PostgreSQL 

 

 If the Ambari server is successfully configured, a message will be sent to the 

console indicating that the configuration operation was completed successfully, as 

shown in Figure 4.9. 

 

 
Figure 4.9 - Successful completion of Ambari Server startup 

 

 After successful installation of the Samba server, must install the agent to 

connect the VM to the server, as shown in Figure 4.10. 

 

 
Figure 4.10-Installing the Ambari Agent 

 

 Then need to enable the daemon, which will start the server on the VM, and 

will enable the server, where it will be possible to connect to the web interface, as 

shown in Figure 4.11. 
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Figure 4.11 - Starting the Ambari Server 

 

 Next,  must also enable the Ambari agent in order to connect the machine to 

the server in the future, for this need to run the startup command, as shown in 

Figure 4.12. 

 

 
Figure 4.12 - Launching the Ambari Agent 

 

 Next, to configure the DHCP server, need to connect via the web interface 

and need to type a username and password to log in to the server via a web 

browser, as shown in Figure 4.13.   
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Figure 4.13 - Connecting to Ambari via the web interface 

 

After logging in to the server, will be prompted to create a cluster. To do 

this, run the Launch Install Wizard as shown in Figure 4.14. 

 

 
Figure 4.14 - Connecting to the Ambari server via the web interface 

 

 Next, need to specify the name of the cluster, as shown in Figure 4.15. 
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Figure 4.15 - Specifying a name for the new cluster 

 

 Than need to choose which OS and which batch file is needed, when 

installing, the repository for Ubuntu 18.04 was selected as shown in Figure 4.16. 

HDCP supports many distributions to install the necessary tools, but the 

installation method will be different for different operating systems, because of 

this, Hortonworks has created many repositories for installation. 

 

 
Figure 4.16 - Selecting a repository for the OS 

 

 After selecting the repository, need to connect the machines on which the 

agent is installed. If the system does not have a DNS server, then need to type the 

IP address instead of the DNS name, as shown in Figure 4.17. 
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Figure 4.17-Adding nodes to a new HDP cluster 

 

If the addition is successful, the machine will be positively added to the 

cluster as shown in figure 4.18. 

 

 
Figure 4.18 - Information about the successful addition of a new machine to the 

HDP cluster 

 

 The next window allows to select which core components will be used in the 

cluster, where can select only the core components at the beginning, and add them 

as needed, as shown in Figure 4.19. 
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Figure 4.19-Selecting the necessary components for working with the 

database in an HDP environment 

 

After all components are added, a list of the components that have been 

selected in Figure 4.20 as a result of the installation scenario is obtained. 

 

 
Figure 4.20-Selecting the necessary components for working with the database in 

an HDP environment 

 

 Next, a window appears in which need to configure the database to work 

with various tools, where configure access to the MySQL database to work 

together with Hive, as shown in Figure 4.21. 
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Figure 4.21-Configuring the database to work with HDP 

 

 It also needs to configure which directories will store cluster information on 

the server, as shown in figure 4.22. It is necessary to specify exactly where the 

configuration files will be stored in the local FS, and to specify these paths in the 

appropriate fields as shown in figure. 4. 22. 

 

 
Figure 4.22 – Configuration directory for storing configuration files of the 

components of the HDP 

 

 Also need to check which users will manage certain services, and if 

necessary can change the users and user rights, as shown in Figure 4.23. 



57 

 

 
 

Figure 4.23-Configuring users to work with HDP tools 

 

In Figure 4.24 is needed to specify how many resources will be allocated to 

the services for operation. 

 

 
Figure 4.24-Allocating resources to HDP applications 

 

 The next step is need to run the installation of all the selected components 

that were configured as a result of the installation script, as shown in Figure 4.25. 
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Figure 4.25-Completing the configuration of all HDP components 

 

As a result of HDD installation and further configuration, a database 

management and processing system was deployed in the HDP environment. Basic 

tools were added, as well as a cluster manager for managing nodes for creating 

distributed tasks and sending them to subordinate YARN nodes. The Apache Spark 

distributed data processing tool has also been added. When configuring HDP, a 

tool was added to work with data using SQL queries of a similar language using 

Apache Hive. This tool will allow to manage data much more efficiently in the 

future due to the familiar HiveQL management system, which is an advanced 

query language similar to SQL. 

During installation and deployment, no problems were identified, all the 

necessary data for deployment was contained on the company's portal, which 

significantly helped when configuring some services and software products 

included in the HDP installation package. 

 

4.4 Shell deployment for interactive work in Apache Zeppelin 

To be able to write a program for processing web server logs need a tool that 

allows to develop interactively. This feature is also necessary for writing programs 

in various programming languages, such as Scala, Java, and Python.  This feature 

is supported by Apache Zeppelin, and the process of adding Apache Zeppelin to 

HDP will be described below. 

 To add Apache Zeppelin to the HDP repository must select a service, as 

shown in Figure 4.26. 
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Figure 4.26-Adding Apache Zeppelin to HDP 

 

 The next step is need to check the configuration files, as shown in Figure 

4.27, then click the "Next" button. 

 

 
Figure 4.27-Configuring Apache Zeppelin in HDP 

 

 The following Figure 4.28 shows the final information before installing 

Zeppelin on the HDP platform. 

 

 
Figure 4.28-Checklist of all configured Apache Zeppelin components 
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 After the installation starts, as shown in Figure 4.29, must wait for the 

Apache Zeppelin installation to complete. 

 

 Figure 4.29 - Тhe Process of installing Apache Zeppelin 

 

 To connect to Apache Zeppelin is need to go to the address and a specific 

port in the browser, then the menu will appear as shown in Figure 4.30. 

 

 
Figure 4.30-Connecting to Apache Zeppelin via the Web interface 

 

To work with programs in Spark need to create a new diary, as shown in 

Figure 4.31. 

 

 
Figure 4.31 - Creating a Diary for writing code in the Apache Zeppelin 

environment 

 

Next, a window will appear to create a new notepad for work, must specify 

the name as shown in Figure 4.32, and how exactly the incoming data will be 

processed. 
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Figure 4.32-Name of the new diary in Apache Zeppelin 

 

After that can go to the newly created notepad to write code for data 

processing as in Figure 4.33. 

 

 
Figure 4.33-Name of the new diary in Apache Zeppelin 

 

Apache Zeppelin was deployed on the HDP platform. It also set up plugins 

to work with the Python programming language, and added a plugin to work with 

Apache Spark. As a result of the configuration, problems were encountered in 

creating an environment variable in the HDP environment. This problem was 

solved by writing a script that allows to automatically add paths to variables for 

programs such as Apache Spark, and the Python programming language. This tool 

will help to present the data in a convenient visualization format. Apache Zeppelin 

has the capability of connecting an additional module to work with scripts in bash 

command shell language, which allows not to switch between the OS terminal and 

Apache Zeppelin web interfaces.  

 The platform is now ready for web server log analysis, and the full software 

package is ready for conducting and studying anomalous system traffic and 

scheduling web server loads.  
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4.5 Analysis of Nginx Web server logs 

The logs of the NGINX and Apache web servers will be used as input data, 

as these are the two web servers that have the largest distribution in the world, the 

market share that occupies the NGINX web server is 19.14% of the active sites. 

The market share of Apache sites is 45.6% of active sites, which makes these web 

servers the number one in the world. 

Data processing will be done using two different approaches, the first one 

will be processed using python, in conjunction with the Apache Spark distributed 

data processing tool. Visualization will be done with Apache Zeppelin built-in 

tools, using the SQL query language. The loaded set date will be parsed and placed 

in the SQL structure, using pyspark.sql library.  

The next method of data processing will be carried out using python 

modules for visualization and data processing, such modules include the pandas 

module that allows data analysis, cleaning and static processing.  Also used are 

tools like the matplotlib library, a library that allows to visualize data, graphs that 

can be built using matplotlib allow to accurately visualize data.  The NumPy 

library allows to process data using various mathematical functions. The Seaborn 

library was developed on the basis of the python matplotlib library, and has a more 

convenient visualization view compared to the matplotlib library. For more 

complex visualizations, much less code is needed compared to other visualization 

tools. 

Both methods will use Apache Perl and python for processing, but when 

providing data for analysis and visualization, the processing approach will be 

different. As a result of processing, a comparative analysis will be carried out by 

the amount of time spent on data processing in the Apache Spark distributed 

processing system. 3 sets of data with NGINX web server access log data will be 

taken for processing.  

Uploading data to the server is done with the Ansible tool. The workflow of 

the system is shown in Figure 4.34, first the logs are loaded onto the HDP server, 

into the distributed HDFS file system, followed by data analysis, and visualization 

of the results. 
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Figure 4.34-Data processing and loading scheme in HDP 

 

There are many logs that store data about visits to certain IP addresses. The 

logs directly store information about the number of errors during the site access 

process. The amount of information received and uploaded when working with the 

university's websites is also stored. This data must be transmitted to the HDP 

server for further processing and visualization of this data. 

Below is the first approach to log processing using data representation via 

the SQL query language, and data visualization using the built-in Apache Zeppelin 

library. Figure 4.35 shows the log files, as well as all actions performed on the web 

server. There are logs that record errors when accessing the web server, which are 

presented separately. 

 

 
Figure 4.35-Data processing and loading scheme in HDP 
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Apache Zeppelin will be used as a tool for processing log files of Apache 

and Nginx web servers, this tool allows to analyze files using spark technology, 

python programming language, the ability to work using SQL language through 

the Hive tool for data processing. The advantage of this technology is the use of a 

distributed file system, as well as the use of distributed RDD technology when 

processing tasks. 

Log files are stored on the reverse proxy server. To access them, one must 

transfer it to HDFS. To transfer files, type the Hadoop fs-put file command, as 

shown in Figure 4.36. 

 

 
Figure 4.36-Loading data to HDFS 

 

The described program allows to work with log files of web servers, such as 

Nginx and Apache web servers. This program allows to split files into several 

segments, as shown in Figure 4.37. 

 

 
Figure 4.37-Log Processing Program 

 

As a result of processing the web server logs, the following results were 

built. Figure 4.38 shows the analysis of incoming data for a certain period of time, 

which allows to determine the amount of downloaded data that is received by the 

web server. 
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Figure 4.38 - Analysis of incoming traffic in the time interval 

 

Analysis of files on the web server accessed by users, where this analysis 

allows to determine how much information has been downloaded or uploaded to 

these files. Thus, it is possible to track abnormal indicators as in Figure 4.39. 

 

 
Figure 4.39-Resources most often involved in content transfers 

  

The web server response codes are also analyzed to determine how many 

errors were generated by the web server when working with web resources, as 

shown in Figure 4.40. 

 
Figure 4.40-Analysis of web server response codes 

 

For a more accurate analysis of code errors, it is possible to analyze the error 

codes on a time graph, where can see the number of errors issued by the web server 

for a certain period of time, this graph is shown in Figure 4.41. 
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Figure 4.41-Analysis of web server error codes in the time interval 

 

Also, an analysis was carried out on visiting web resources, to determine 

from which IP addresses users most often accessed web resources on the web 

server.  Figure 4.42 shows a diagram for visualizing client IP address data.  

 

 
Figure 4.42 - IP addresses of users who most often visit web resources 

  

The data was processed and placed in a tabular model, the analysis was 

performed using the SQL query language, and data visualization was performed 

using the built-in Apache Zeppelin tools to provide data to analysts or users.

 The advantages of this approach in data processing, ease of data analysis for 

specialists who are familiar with the SQL query language, but do not have enough 

knowledge of database processing tools, which reduces the threshold for entering 

into working with databases and their analysis. The disadvantages of using this 

approach are the inability to process data using mathematical models, where 

visualization problems arise with scalability, since it is impossible to output huge 

values. 

 The next method of data processing will take place using various tools and 

libraries for working with the database in the python environment. 

Initially, one need to load the dataset with data for processing, in the Apache 

Zeppelin environment as shown in Figure 4.43. 

 

 
Figure 4.43 - Adding data to the Data Frame. 
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 After placing the data on the Apache Zeppelin environment is needed to 

check whether the data was actually added to the variable as in Figure 4.44 for 

further processing of the loaded data. 

 

 
Figure 4.44 - Checking the loaded dataset. 

 

After loading the data need to clear the received it, for this, regular 

expressions will be used, as shown in Figure 4.45. And is needed to split the data 

into columns in order to separate it from each other.  The next step is need to check 

what data were received in the new dataset.  

 
Figure 4.45 - Processing data using regular expressions. 

 

Analysis of the response codes of the web server, to obtain information 

about the total number of responses issued by the server during the entire operation 

time, as shown in Figure 4.46. 

 



68 

 

 
Figure 4.46 - Getting data about all server response codes. 

 

For a more convenient representation of the data of the web server response 

codes, it is necessary to reduce the values to the natural log logorithm as shown in 

Figure 4.47, so the average values will be obtained. 

 
Figure 4.47 - Getting data about all server response codes in the loge section. 
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Analysis of the number of IP addresses that accessed the web server as 

shown in Figure 4.48. The graph shows the total number of unique IP addresses. 

 

 
Figure 4.48 - Counting the total number of IP addresses accessing the web server. 

 

Based on the presented data, one can make a forecast about how often the 

user accessed from a certain IP address, a large number of requests from a certain 

address can indicate that attacking requests may occur, and that it is necessary to 

protect the web server from attacks and isolate the attacking IP address. 

 Figure 4.49 shows the analysis of the error code 404, which is issued by the 

server, the analysis is made in the context of the month, shows the peak values for 

issuing errors by day. 

 

 
Figure 4.49 - Analysis of errors by code 404 issued by the web server. 
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Analyzing the 404 error codes in Figure 4.50 allows to get information about 

which hour had the highest value of errors issued by the web server. 

 

 
Figure 4.50 - Error analysis by code 404 for a specific hour. 

 

When get this analysis from the 404 error code, one can determine how often 

errors occur for a certain period of time and make a forecast about the health and 

efficiency of servers and portals. Thus, it is possible to determine from the received 

forecast whether it is necessary to improve the performance of the site resources or 

the web server. 

Analysis of getting information about the number of requests from clients ' 

IP addresses, to get statistics on traffic and visits to web resources in the context of 

days, as shown in Figure 4.51. 

 

 
Figure 4.51 - Analysis of web server visits by day. 
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Figure 4.52 shows an analysis of the average load of the web server, 

determining the amount of downloaded content from the web server. 

 

 
Figure 4.52 - Analysis of downloaded data from the web server. 

 

During the analysis, the data was added to a new data set. Data processing 

was carried out using various libraries, such as: Numpy, Pandas, Matplotlib, 

Seaborn. The Apache Spark tool was used for distributed processing. The 

advantages of using the second type of processing are the ability to use 

mathematical functions to process data.  Visualization tools allow to get a more 

detailed analysis when processing data, where can process data using various 

methods and libraries.  For example, the ability to process data using the Numpy 

and Pandas libraries. 

When processing data, three datasets were loaded to analyze the access logs 

of the NGINX web server, below is a graph of the amount of time spent on 

processing data sets, as shown in Figure 4.53.  
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Figure 4.53 - Processing speed of data sets in the Apache Spark environment. 

 

Figure 4.54 shows a graph of the number of processed web server access log 

data, the number of data specified in the lines. 

 

 
Figure 4.54 - Number of rows of web server access logs. 

 

The above result shows that the amount of time spent processing the 

minimum network date values is minimal and is performed in less than a minute, 

while the analysis of the last network date data with 16 million rows was 

completed in 2 minutes. These indicators indicate that data processing in the 
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Apache Spark distributed data processing system can handle large amounts of data 

at a high speed, using server memory at all stages of data processing, and only after 

getting the result, the data is saved on the server disk.   

After the experiment, a result was obtained to visualize the data of the 

processed logs of the NGINX web server in the HDP environment. Distributed 

processing greatly increases the speed of data processing, while other applications 

written in python, java, or other programming languages without support for 

distributed data processing run much slower, and they don’t allow to process such 

huge amounts of data. Webserver statistics are presented on the schedules received, 

basic data and web server analysis are considered in detail. 

Also data on processing speed of network dates in Apache Spark were 

presented. The received data of the access logs of the web-server allows to get 

detailed analysis on the work of the web-server, and allows specialists of different 

levels to make a decision on the need to improve the functioning of the sites. 

Understand what vulnerabilities exist on the web server, whether there is a need to 

increase security on the web server.  

  

5 DATA ADMINISTRATION AND PROCESSING IN A HADOOP 

ENVIRONMENT 

5.1 Big Data analysis, processing and visualization 

 

Data research analysis refers to the critical process of conducting initial data 

studies to detect hypotheses, patterns, anomalies and assumptions through 

summary statistics and graphical representations of data. 

In data mining, data research analysis is an approach to analyzing datasets to 

summarize their main characteristics, often using visual tools. Therefore, research 

analysis of data is used for the modelling task to find out what information these 

data are carrying. From a visual view of a column of figures or an entire 

spreadsheet, it is unlikely that important data characteristics can be identified. 

Research methods for data analysis have been developed as a tool to assist in this 

situation. Research analysis of data is usually classified in two ways. First, each 

method is either non-chartic or graphic. Second, each method is either one-

dimensional or multidimensional. 

The process of collecting, storing and processing medical data is a major 

challenge in addressing current health challenges. Use of modern information 

technology tools to effectively use digital health data to support decision-making in 

this area.  One such tool is the Python programming language. This is facilitated by 

the simplicity of the language, as well as the wide variety of open libraries that are 

available. This work implements examples of research and data classification using 

some Python libraries.  

For research, one will need to select the data set of interest (dataset). 

Medical data provided by the Kazakhstan Society for the Study of Diabetes within 

the framework of the target program "Burden of Diabetes 2019-2020 for the 

Republic of Kazakhstan" were used as data sets. The data set includes all 
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information about dispensary patients of all citizens of the Republic of Kazakhstan 

registered with the diagnosis of "Diabetes mellitus" from 31.12.2009 to 

31.12.2019. To solve these problems, the Anaconda software solution is used, 

which includes all the necessary tools for solving problems of data analysis and 

processing. The Anaconda distribution consists of a Python interpreter and 

contains many different packages for data processing, including popular libraries 

such as: Numpy, Pandas, scipy, Matplotlib. This tool can be downloaded from the 

official website for installation on the OS. After installing this product, one can 

enable Anaconda navigator, and then choose which product want to work with. 

Anaconda Navigator is a graphical desktop user interface included in the Anaconda 

distribution. It also allows to run applications and easily manage packages, without 

using the command line. Figure 5.1 shows the Anaconda navigator menu. 

 

 
 

Figure 5.1 – Тhe Menu navigator Anaconda 

 

For data processing, the Jupiter notebook interactive data processing tool, 

which is included in the anaconda package, was used. After enabling Jupiter 

notebook, this tool will open in the browser. And then all the necessary 

manipulations can be carried out in the browser. After a successful launch, one can 

see the correct Jupiter environment configured. 

 

 
 

Figure 5.2-Jupyter Main Menu 

 

The next step is to prepare the data set for loading. To do this is need to 

implement analysis on a subset of the data using the Pandas library. Pandas allows 
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to process, clean, and analyze data. In data research using Python, Pandas is also 

often used to work with tables.  It is a library for working with data tables and is 

well suited for small and medium-sized datasets. Also, the most common solution 

is to use Pandas together with other solutions such as SQL, MongoDB, 

Elasticsearch. The Pandas library is one of the most popular Python tools for 

working with data, it supports various text, binary and sql file formats, including 

.xlsx, .xls and. csv.  For work with Excel files with Pandas uses the xlrd and xlwt 

modules. To upload files to the dataset is need to import the necessary libraries for 

research data analysis. 

 

 
Figure 5.3 - Importing Libraries 

 

Processing was performed on files in the format .xlsx, the files were 

presented in excel format. These files are supported by the pandas library, which is 

included in the Anaconda distribution package, and allows to process data. 

 

 
 

Figure 5.4 -List of files on dispensary patients of citizens of the Republic of 

Kazakhstan 

 

To upload files to the dataset, one must register the download in the Jupiter 

notebook environment.  Figure 5.5 shows the method of loading data into the DF 

dataset, which later allows to process the loaded data into the dataset. 

 

 
 

Figure 5.5 -List of files uploaded to the dataset 
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The next step is to check how much data was uploaded to the dataset. Figure 

5.6 shows the results of the number of rows and columns of all files where the total 

number of rows exceeds 2700000 records. 

 

 
 

Figure 5.6 -Results of counting all rows and columns 

 

In Figure 5.7, one can get information on columns using the count function. 

 

 
 Figure 5.7 - Counting rows in each column 

 

Using the head function, one can see what data is loaded into the dataset. 

Figure 5.8 shows how to use the head function, it shows the first 10 rows of the 

dataset. 

 

 
 

Figure 5.8 – The first 10 rows of the dataset. 

 

Visualization tools allow to get a more detailed analysis when processing 

data, where can process data using various methods and libraries. For example, the 

ability to process data using various libraries. In this study, the matplotlib library 

was used for data visualization, which allows visualizing incoming data after 

processing in Pandas. In Figure 5.9, one can see the results of processing the 
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calculation of the number of registered patients with a diagnosis of diabetes in the 

regions of the Republic of Kazakhstan. There is also a calculation of the number of 

patients in the official statistics for all regions of the country. 

 

 
 

Figure 5.9 -Visualization of the number of patients by region. 

 

Also, as a result of processing and visualization, numerical values of the 

number of patients diagnosed with diabetes in the regions of the Republic of 

Kazakhstan were obtained. 

 

 
 

Figure 5.10 - Results of numerical values. 

 

In the continuation of data processing, it is necessary to display a graph of 

patient growth in the Republic of Kazakhstan. As a result of processing figure 5.11 

shows a plot of incidence rate from 2009 to 2019 in Kazakhstan. 
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Figure 5.11 - Graph of morbidity growth in the Republic of Kazakhstan. 

 

All files have been processed and carried out a count of all patients 

registered in Kazakhstan from 2009 to 2019. 

 

 
 

Figure 5.12 -Numerical values of registered patients in the Republic of 

Kazakhstan. 

 

As a result of processing figure 5.13 shows a plot of incidence rate from 

2009 to 2019 for the city of Almaty. 

 

 
 

Figure 5.13 - Graph of morbidity growth in Almaty. 
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All files have been processed and carried out a count of all patients 

registered in Almaty from 2009 to 2019. 

 
 

Figure 5.14-Numerical values of registered patients in Almaty. 

 

For a more in-depth research analysis of data, using two files consisting of 

two parts for 2019, examine data by region, gender, age, etc. Next, one can upload 

the provided excel files to the Data Frame (data1 and data2). 

 

 
 

Figure 5.15-Loading data1 and data2 

 

The last row of data1 matches the first row of data2. This allows us to 

combine these two separate Dataframes into a single dataframe (combined_data). 

 

 
 

Figure 5.16 -Merging two files 

 

The result of combining two files is 1126 rows and 41 columns of data. 
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Figure 5.17 - Merged dataframe 

 

The information stored in the downloaded and merged files allows to 

examine the data where patients were treated in the Republic of Kazakhstan. With 

the help of visualization, one can observe the results of processing in Figure 5.18. 
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Figure 5.18 - Statistics of regions where patients were treated 

 

As a result of processing, one can see where the patients were treated, and 

they were also divided by gender. It is also possible to determine the age of 

patients undergoing treatment. 
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Figure 5.19 - Age of patients 

 

Consequently, Almaty, Karaganda, Turkestan, East Kazakhstan regions, and 

Nur-Sultan are the leaders in the number of patients treated among the regions. It is 

obvious that the majority of patients are women than men, and the largest number 

of female patients are aged 70 years, while for men this value is less than 60. It can 

also be noted that the increase in the probability of the disease occurs after 40 years 

for both men and women. Further, during the study of patient data on citizenship, 

where the processing results show that the majority of patients are citizens of the 

Republic of Kazakhstan. 
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Figure 5.20 - Definition of citizenship 

 

 Consequently, 99% of all registered patients are citizens of the Republic of 

Kazakhstan. There is information about the method by which the patients were 

registered in the unified register of patients with diabetes mellitus. 

 

 
 

Figure 5.21 - Methods for referring patients for registration 
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According to Figure 5.21, the ambulance and the treatment itself are 

characterized by emergency delivery of the patient, while primary health care 

(PSMP) and consultative and diagnostic care (CDP) and others were mostly 

planned. Cases with a referral from a maternity hospital, a psychiatrist, law 

enforcement agencies, a city psychiatrist on duty, a judicial body and a military 

enlistment office are few in relation to the previous ones. According to this data, 

one can get a list of the 10 most common diagnoses. The results of the calculations 

are shown in Figure 5.22. 

 

 
 

Figure 5.22 - List of common diagnoses 

 

The two most common diagnoses are insulin-independent diabetes with 

multiple complications and no complications, respectively. In the first case, the 

diagnosis is often the main one, while for the second case, in the vast majority, it is 

concomitant.  Other diagnoses and their types are also shown in the figure. The 

following example for calculations was used data on the number of bed days on 

average in Figure 5.23. 
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Figure 5.23 - Average value of bed days spent by patients 

 

According to Figure 5.23, despite some values of more than 200 days, the 

average value of bed days is about 10 (marked with a black line). The chart shows 

that between the ages of 30 and 70, the probability of spending more than 50 bed 

days increases. The most common social status of patients is determined below. 
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Figure 5.24 -Common social statuses of patients. 

 

According to Figure 5.24, the 10 most common social statuses of patients, 

where the vast majority do not have any benefits. Of the pensioners, only about a 

quarter have one or another benefit. Among the disabled of the 2nd and 3rd groups, 

only half have disability benefits 

 

5.2 Data analysis using Apache Spark. 

To work with the data, the data sets of the Internet community "Kaggle" are 

used [47], which provides various data sets necessary for working with the data. 

For processing, a dataset on cardiovascular diseases was taken, where the main 

indicators of the analysis of patients were selected. The Apache Zeppelin graphical 

shell was used to interact with Spark, which provides data representation in a 

convenient visualization format. To do this, first of all, is need to upload files to 

HFS, and run the command //hadoop fs -put heart-disease-df.csv /user/zeppelin/, as 

shown in Figure 5.30. 

 



87 

 

 
 

Figure 5.25-Uploading a file to HDFS. 

 

Next, the resulting file must be added to the dataset for further processing, as 

well as add libraries for data processing as shown in Figure 5.26. 

 

 
 

Figure 5.26-Loading data and libraries. 

 

 The next step is to get the number of rows that were added to the dataset and 

view the contents, as shown in Figure 5.32. 
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Figure 5.27 – Number of rows in the dataset. 

 

 The selected fields and their header names are shown in Figure 5.28. 

 

 
 

Figure 5.28 – Тhe name of the fields 

 

Next, it is necessary to determine which age group is most often susceptible 

to cardiovascular diseases. Figure 5.34 shows information about all the ages of the 

study participants and further these visualization results. 
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Figure 5.29-Uploading a file to HDFS. 

 

 Figure 5.30 shows data visualization through the seaborn data visualization 

tool. 

 
 

Figure 5.30-Visualization of the age group. 

 

After the age group has been determined, it is necessary to obtain data on the 

maximum number of heart contractions in this group of patients. First of all is need 

to get data on patients whose age is 54 years, and then calculate how many patients 

have peak contractions. 
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Figure 5.31 – Number of peak contractions. 

 

 The next step is to visualize this data, the image below shows the result of 

visualization. 

 

 
 

Figure 5.32-Uploading a file to HDFS. 

 

 Apache Spark has extensive data processing tools, and is used as an effective 

tool for parallel processing of large amounts of data in a cluster and to increase 

processing speed. In this experiment are used the datasets of the online community 

"Kaggle", about cardiovascular diseases, where the main indicators of the analysis 
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of patients were selected. The Apache Zeppelin graphical shell was used to interact 

with Spark, which provides data representation in a convenient visualization 

format. 

 

5.3 Loading and processing data using the MapReduce model 

In the early versions of Hadoop, the main components were MapReduce and 

the distributed file system Hadoop (HDFS), as well as Hadoop Common, a set of 

common utilities and libraries. The Java Hadoop framework will be used to 

implement the MapReduce distributed computing model. Hadoop is a framework 

that creates distributed computing in clusters to work with huge datasets. The main 

task of MapReduce is to use the map and reduce function to divide processing 

tasks into several tasks. These given tasks are performed on cluster nodes where 

the data are stored and then to combine that these tasks yield a consistent set of 

results. Hadoop is built on Java and is available through the Python programming 

language to write MapReduce code [48].  

MapReduce typically partitions the input data set into independent blocks, 

which are processed in the «Map» step completely in parallel. The framework sorts 

the output data from this step, which then moves to the «Reduce» step, which is 

responsible for combining the data with the «Map» step. Usually both input and 

output data of the task are stored in the file system. The Framework is concerned 

with planning, monitoring and repeating failed tasks. Typically, the computational 

nodes and data storage nodes in a computational cluster are the same, that is, 

MapReduce and the distributed Hadoop file system (HDFS) run on the same node 

set. This configuration allows the platform to effectively plan tasks on nodes where 

data are already present, resulting in very high aggregate bandwidth across the 

cluster. 

Hadoop MapReduce is a calculation that splits large tasks into separate tasks 

that can be performed in parallel on a cluster of servers. The results of the tasks can 

be combined to calculate the final results. As previously discussed, MapReduce 

breaks up the data set into independent parts that are processed in a separate node 

in a computing cluster. This is followed by the process of extracting data from 

the.xlsx file and splitting it into parts. There are about 60,000 records to be 

counted, counting by column, by region and by age.  

Decomposition of the task. Create 3 classes necessary for the operation of 

our program: 

1. TokenizerMapper - a class that extends the Map< 

KEYIN,VALUEIN,KEYOUT,VALUEOUT> superclass and maps input data of 

the key/value type to a set of intermediate key/value pairs; 

2.  IntSumReducer - a class that extends the superclass Reducer< KEYIN, 

VALUEIN, KEYOUT, VALUEOUT> and reduces the set of intermediate values 

that have a common key to a smaller set of values; 

3. Main – the main class that configures the operation of the Hadoop 

framework. 

Класс Main. 
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Figure 5.33-Main class. 

Class IntSumReducer. 

 

 
 

Figure 5.34- IntSumReducer class. 

 

Class TokenizerMapper. 
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Figure 5.35- TokenizerMapper Class  

 

To run the program, one need to create two folders "age" and" region", 

which will store files with information from the" age "and"region" columns. Each 

folder has 20 files, each file has 3000 entries. In the first step, the data is from .The 

xlsx file must be split into separate files using a Python script. 

 

 
 

Figure 5.36-Creating the "age" and "region" folders» 

 

The next step is to export the missing Jar files for MapReduce as shown in 

Figure 5.37. 
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Figure 5.37-Exporting missing jar files 

 

This is followed by compiling the specified project and putting it in a jar file. 

This can be done using maven builder (mvn package). 

 

 
 

Figure 5.38 - Building the maven package 
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The next step is to prepare the packages (.jar) of the project. 

 

 
 

Figure 5.39 - Preparing the jar package 

 

Then one need to resolve the dependencies in the file pom.xml using the 

cmd console. 

 
 

Figure 5.40-Adding dependencies to a file pom.xml 

 

The next step is to add our input data to HDFS as shown in Figure 5.41. 
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Figure 5.41-Command to add data to HDFS 

 

The next step is to launch the application, as shown in Figure 5. 42. 

 

 
 

Figure 5.42 - Launching the application 

 

The MapReduce application was successfully executed, according to Figures 

5.43 and 5.44 

 

 
 

Figure 5.43 -Executing the MapReduce command 

 

 
 

Figure 5.44 - Successful execution of the program 

 

The result is two files "file_name" and "file_region", as shown in Figure 5.45.  
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Figure 5.45-Directory with output data 

 

Figure 5.46 shows a list of files containing data files from the table. 

 

 
 

Figure 5.46-Output data files 

 

Using regional data, one can calculate the age of patients and their number. 

Data was extracted from .xlsx file and divided into parts. 
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Figure 5.47-Contents of output files 

 

As a result of processing, the contents of the output files allowed us to 

determine the number of patients by age. The following figure shows the results of 

counting the number in the "Region" column, which contains files with data from 

the table. 

 
 

Figure 5.48 – The Contents of the file file_region.txt 

 

As a result of processing, the contents of the output files allowed us to 

determine the number of patients by region. 
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Conclusion 

 

 The modern world produces a wealth of unstructured and structured 

information that provides statistics and forecasts the risks that can be faced by 

different companies and enterprises. The BD assumes responsibilities such as 

compiling statistical reports, compiling data in the database and presenting these 

data in a user-friendly manner. The latest developments and technologies enable 

information technology professionals to apply them to more complex tasks. The 

impact of BD technologies is increasing every year. In the IS, the use of BD allows 

the calculation of risks in the design of information solutions. It is also possible to 

collect monitoring metrics from various logs of web servers as well as network 

equipment metrics, as in the future, it is possible to analyze process data to obtain 

detailed information for statistics on web operation servers and network devices. 

 This book installed the necessary components to create an IS for BD. A 

system for managing server equipment using a hypervisor has been deployed. Web 

server log processing and analysis components were deployed on the established 

system. 

 As a result of the experiment, logs from the web server were processed and 

the resulting visualization made it possible to identify the frequently visited 

portions of the portal, i.e., which files are most frequently downloaded by users 

when working with the portal. Errors were also identified from the web server 

where this information allows identifying problems with the web server and 

starting improvements on the platform. 

 In selecting the software solution for creating the IS with BD, an analysis of 

existing solutions was made and the HDP product was used as a platform. This 

platform provides a huge selection of applications to work with BD. The following 

steps have been taken to process log data: 

 web server log loading on the HDP server has been configured; 

 the incoming data are analyzed using Python and the Apache Spark 

distributed processing tool; 

 Apache Zeppelin provides data in a convenient way for analysts and 

users. 

 data processing by python tools and libraries, which include tools such as 

pandas, Numpy, matplotlib, seaborn. 

In order to make the website a popular and popular resource, it is necessary 

to optimize web portals in order to reduce the number of errors, increase the 

efficiency of the sites of different spheres. Information technology professionals 

are encouraged to improve the performance of their web portals, as web portals, 

sites and businesses are an important asset in the organization’s advertising and are 

the face of the company.  

 The results of the research and the comparative analysis obtained in this 

manual allow developers and system administrators to improve the efficiency of 

web portals by being able to analyze critical errors in web workservers, faulty or 
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unused site or portal resources, finding problem safety zones in web servers and 

sites. 

 This study on data processing and visualization will help web analysts to get 

a more complete picture of how users use the web portal, which pages are the most 

frequently used. These data make it possible to better understand and analyze the 

behavior of users working with sites. 

Apache Spark analyzed data processing rates depending on the amount of 

data in the network date. The results show that there is a delay in processing the 

data, but a small one, and processing speed in Apache Spark is high due to 

processing data in the server memory. 
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